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Abstract
The rapid advancements in mobile and standalone imaging technologies have made
it possible to obtain visual data faster and more easily. This has led to an explosion
in the amount of online (i.e. social media, etc.) and offline (i.e. scientific data in
biology and astronomy) visual data. Hence, a need to manage data in an acceptable
time frame via reasonable methods emerged. Users of online media require rapid
content analysis and creation, which requires personalization and automation. In
parallel, time and accuracy are both important constraints to today’s scientists
as they go through substantial number of images to test their hypotheses. People
have sought help from computerized systems in order to catch up with the speed of
the data. In content creation, computational aesthetic and affective studies strive
to create systems that help understand and predict people’s collective response
to online visual content, or create better content that address more people. In
similar vein, manual analysis of biological structures and their physical properties
has become a bottleneck for biomedical research with the increase in the amount
of scientific visual data. One such example is stomatal research in plant biology.
Scientists analyze subcellular structures and physical properties of stomatal guard
cells of plants which dynamically change shape to control photosynthesis and water
transport. Fluoresence microscopy is one of the most frequent methods utilized to
analyze the stomatal complex in 3D with its own challenges.

In this dissertation, we try to answer requirements for automation of both
visual content creation and biomedical visual data analysis. For visual content
analysis and creation, we consider visual features that are commonly used for
computational aesthetics and affective studies. For biomedical analysis, we con-
sider automation of detection of tubular subcellular structures and 3D cell surface
analysis for stomatal research. In these lines, we investigate aesthetic and affective
differences in response to these features from different demographic groups and
attempt to improve these features. A study has been conducted to understand
commonalities and differences across latent demographic groups in crowdsourcing
participant base. The differences in aesthetic and affective response to visual fea-
tures in images, such as color and simplicity-complexity, and emotional qualities
evoked by them, such as valence, arousal and dominance was conducted. In or-
der to improve aformentioned visual features, a small scaled study was conducted
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about compositional balance. The study reveals that visual saliency, which is
commonly used for visual balance representation, does not work very well. Human
positions in images, perspective points can be utilized for a better visual balance
representation.

In case of stomatal research, scientists focus on different subcellular structures
and general 3D guard cell geometry for different states of stoma complex. Mi-
crotubules (MTs) are subcellular structures that play important role in cellulose
deposition. However, high number and density of MTs, contrast loss in images
due to their position relative to the imaging plane, and their crossovers render
the manual analysis challenging for biologists. This dissertation work proposes
a method to automatically extract MT locations from 2D projections of confo-
cal micrographs. Our method uses a tensor voting framework to guide stretching
open active curves (SOACs) and improve curve continuity when there is a loss of
contrast. We utilize 2D maximum intensity projections of spinning disk confocal
microscopy image stacks of fluorescent protein (FP)-labeled MTs collected from
guard cells in Arabidopsis thaliana seedlings to validate the benefits of adding a
tensor voting framework. A survey was created to compare our results to the base-
line, where participants from a university plant biology department chose between
randomized results. Results demonstrated that our method performs nearly con-
sistently better than the baseline. Automation can also be employed for general
3D guard cell geometry analysis as 3D models provide valuable insight about their
functioning. We present a semi-automated 3D surface segmentation program that
provides a 3D model of stomatal complex through segmentation by polar active
contours. As active contours can handle topological changes and small sized gaps,
the connection regions to surrounding pavement cells are smoothly closed deliver-
ing a completely isolated stoma structure in 3D. This tool is shown to obtain 3D
stoma model with little human intervention.

In summary, our results from these studies show that visual content creation
can be accelerated through personalization and better image analysis. Findings
lead to a better understanding of the crowdsourcing participants, hence better
survey design. In parallel, image segmentation techniques can be leveraged for
fast and reliable analysis of biomedical data. The proposed segmentation method
can be applied to a wide range of biological images with tubular structures. The
obtained 3D model can be put to use for geometrical analysis of stomata at different
states. Material properties such as elasticity can be better analyzed, as the inner
and outer walls are automatically distinguished.
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Turié, Mehmet Ünal, Shakil Rabbi, Giuseppe Petracca and Andrew Whalen. I will
always cherish the special times we shared together. Finally, I would like to thank
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Chapter 1
Introduction

Beauty in things exists in the mind which contemplates them. - David Hume

In accordance with the well-known observation that is Moore’s law, computing

power has dramatically increased over past two decades [15]. The increase has

led to many opportunities, one of which is advancements in imaging technology.

These advancements have allowed for faster and easier image acquisition. Mobile

devices with relatively high imaging capabilities have led to an explosion in the

amount of visual data available online. This phenomenon is referred to as “big

data,” owing to its velocity, volume, and variety [16]. Another such advancement

is the advent of Web 2.0, which has enabled the fast dissemination of multimedia.

Many national libraries, art galleries, and museums, among other institutions, have

seized this opportunity and digitized their collections and archives1. Similarly, the

amount of scientific visual data available has increased in fields such as biology and

astronomy. With the advent of Web 2.0, the amount of data has become hard to

manage. Older quantitative techniques for analyzing data failed to keep up with

the quantity and the speed of the data available.

A spirit of collaboration has grown up alongside technological developments

such as the Internet. More people with access to the Internet has led to a phe-

nomenon called crowdsourcing. Researchers and certain companies have started to

outsource tasks that require human intelligence, which computers lack, to crowds

of individuals who are willing to complete them cost-effectively. In different re-

1A Guide to the Web’s Growing Set of Free Image Collections

http://www.theatlantic.com/technology/archive/2013/08/a-guide-to-the-webs-growing-set-of-free-image-collections/278655/
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search areas that require opinions, ratings, and labeled data, crowdsourcing has

been leveraged to obtain large amounts of data with reliability similar to the data

collected from other subject pools and panels.

As technology has become increasingly available worldwide, individuals have

started to share similar ideas, contents, and aesthetic artifacts online. Publishers

of these materials have started to compete for the attention of viewers. In terms

of the social media context, photographers are competing for more followers of

their work. This competition may motivate them to come up with more aesthetic

photographs that may interest their audience and attract more followers. Owing to

the technology available, such photographers can take many pictures during their

photo shoots. An automatic composition evaluation system can help them in two

ways. During a photo shoot, a real-time composition system can provide feedback

and suggestions to the photographer [17]. Afterwards, the images can be grouped

by composition or certain principles of composition such as balance. The images

that satisfy composition guidelines may be chosen for upload.

The substantial amount of visual data now available has created challenges for

scientists, too. Inspecting the data that is collected for hypothesis-testing can be

a cumbersome task. For instance, in plant biology, the morphological properties

of cells and the mechanisms behind them are a topic of interest. This requires

an analysis of the spatial distribution of certain materials and the subcellular

structures producing them. Visual cellular data presents opportunities to complete

this task. However, both manual and semi-automatic analyses take a great amount

of time, while inspection by the naked eye leads to inaccuracies in analysis. An

automated system that segments the subcellular structures accurately and analyzes

the spatial distribution of materials of interest can save significant time and effort

while retaining accuracy. This thesis research studies the issue of managing visual

data from three different perspectives.



3

1.1 Viewer Perspective: Compositional

Aesthetics

Capturing beauty is a longstanding quest in the history of humanity. This quest

has led to efforts to understand creativity and the production process of aesthetic

artifacts. Such efforts can be observed in the daily lives of individuals from profes-

sional artists to amateurs. For instance, hikers might spend time taking pictures

of scenery they like. A designer might attempt to come up with an aestheti-

cally appealing and attention-grabbing design for a Web site or a graphic t-shirt.

Therefore, there is a need for clear-cut rules regarding how to construct good

compositions in a controlled manner.

To develop these rules and understand their mechanisms, psychology, psy-

chophysics, and art experts have conducted studies with human subjects [2, 3].

Fine arts experts have compiled aesthetic guidelines drawn from the careful ob-

servation of aesthetic works and the recognition of patterns among them [18].

Computer science has joined this quest, seeing it as an interesting application

of artificial intelligence. The question, “How can we make computers appreci-

ate aesthetics?,” has garnered significant attention. Data-driven approaches have

improved a computer’s ability to provide numerical values for images’ aesthetic

quality [19].

One of the aforementioned guidelines is balance in composition. A balanced

composition can be described as a composition whose visual elements together

Figure 1.1: Balance in composition is an important aesthetic concept. It can
be employed in different ways to have different visual impacts on viewers. The
first image shows an example of symmetric balance, whereas the second image is
imbalanced. The third image is imbalanced due to the tree trunk. The fourth
image is balanced, as the fence is leading the eye away from the tower.
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achieve visual equilibrium, whether the composition be a photograph or a painting.

These elements include objects, textures, colors, and shapes, among others. In its

simplest form, balance can be achieved by using pure symmetry along the vertical

and horizontal axes of an image (Fig. 1.1, first image). An imbalanced image

has the effect of creating tension and producing uneasy, disquieting responses in

viewers. For example, the purposefully placed yellow truck in the second image in

Fig. 1.1 draws our attention to the lower-left corner. However, there is another type

of balance that is much more intriguing. The experts call it “dynamic balance” or

“asymmetrical balance.” This type of balance occurs when the area of a certain

visual element is balanced with another element with different visual properties

[18]. The tree stump and Milky Way, or the tower and series of poles, demonstrate

this phenomenon. Balance is a highly subjective concept, meaning that different

observers of the same photograph may have very different views. This subjectivity

makes modeling balance highly challenging.

The concept of balance plays an important role in computational aesthetic

studies of the automated aesthetic layout of magazines and Web pages, automated

image cropping and retargeting, seam carving, and aesthetic quality assessment [20,

21]. The representation of balance has been primarily calculated through the center

of mass (CoM) of a saliency map [22]. A well-studied topic in computer vision, the

saliency map of an image indicates those regions of the image to which humans

pay more visual attention. Different methods have been proposed to predict the

saliency map of an image.

It seems natural to employ saliency maps to represent balance in composition,

as saliency maps and balance are both related to visual attention. In this disser-

tation, we challenge the assumed relationship and investigate whether there are

other elements that can improve the representation of visual balance for computa-

tional aesthetic systems. This relationship is bridged through an analysis of visual

centers and saliency maps. To the best of our knowledge, no study to date has cre-

ated a larger dataset compared to those used in empirical arts studies, where the

relationship among aesthetics, visual balance, and visual elements has been investi-

gated through subject studies with small sets of a few hundred images. Therefore,

we created an image dataset by compiling images from a popular photograph-

sharing Web site. This dataset demonstrates different balance characteristics, as
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articulated in art literature. The visual centers of the photos were obtained from

individuals’ responses to an online survey designed in line with empirical art stud-

ies [23]. Linear models were employed to measure the predictive power of saliency.

The findings indicate that the predictive power of the linear model improves if the

system accounts for the visual weight of humans in the image and the dominant

vanishing point (perspective point).

1.2 Viewer Perspective: Emotions

With the advent of the information age, our lives have changed dramatically. The

way people do things has shifted. This has led to a new learning culture known

as “participatory culture” [24]. This culture is the result of lowered barriers for

accessing expert knowledge. The new generation of learners is enthusiastic about

collaborating on and solving problems. The Internet has eliminated the limitations

of time and space. Thus, people around the world have the ability to participate

in projects and achieve great things together. In return, organizations have al-

tered their problem-solving approaches. Crowdsourcing has emerged as one such

approach. There are different definitions of crowdsourcing that capture certain

aspects of the phenomenon. [25] provided an overarching definition based on a

comprehensive literature survey: Crowdsourcing is a type of participative online activ-

ity in which an individual, an institution, a non-profit organization, or company proposes

to a group of individuals of varying knowledge, heterogeneity, and number, via a flexible

open call, the voluntary undertaking of a task. The undertaking of the task, of variable

complexity and modularity, and in which the crowd should participate bringing their work,

money, knowledge and/or experience, always entails mutual benefit. The user will receive

the satisfaction of a given type of need, be it economic, social recognition, self-esteem,

or the development of individual skills, while the crowdsourcer will obtain and utilize to

their advantage what the user has brought to the venture, whose form will depend on the

type of activity undertaken.

The rise of crowdsourcing has also led to changes in research methodologies,

as crowdsourcing allows researchers to reach a fairly large participant base with

diverse knowledge backgrounds in a short amount of time. Experiments, data-

labeling tasks, and other small aspects of research (microtasks) can be crowd-
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sourced. This type of crowdsourcing is considered the typology of the distributed

human intelligence task (HIT). Apart from HITs, online collaborative communities

where participants evaluate and contribute to one another’s work can be consid-

ered crowdsourcing, as the opinions and expertise of the masses are leveraged. For

instance, recent computer vision datasets that are related to affect and aesthetics

are being compiled from online collaborative photography sites or through HITs

posted on associated platforms [26, 27]. Similar approaches have been adopted

in affect-labeled audio, video, text data acquisition, and live map information-

gathering [28, 29].

As more and more researchers come to utilize crowdsourcing for data, questions

regarding the quality of the data and participant base have been raised. Studies

have been conducted to assess the reliability of the data, analyzing participant de-

mographics and comparing the data to data gathered via other, more traditional

methods such as subject pools [30, 31]. Along these lines, although crowdsourcing

has been utilized for visual data with affective and aesthetic preference ratings, the

affective status and aesthetic preferences and biases of the crowdsourcing partici-

pant pool have yet to be inspected. In this dissertation, we attempt to shed light

on the biases and differences in affect evoked by visual features frequently used

in affective computing and computational aesthetics across latent demographics

groups. Better surveys will be able to be designed using the insight into biases and

demographic differences that is gleaned from our study.

1.3 Plant Biology Perspective

1.3.1 Automatic Segmentation of Subcellular Structures

In biology and medicine, tubular structures have important roles. Located at

various levels of organization, tubular structures allow for the transportation of

fluids or other biological structures. Examples at the system level are blood vessels

in animals and xylem and phloem in plants. At the cellular level, microtubules

(MTs) may act as rails that guide other subcellular structures [32, 33]. One such

relation can be observed in plant cell growth.

The mechanisms behind plant growth and morphological development have
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been a topic of interest for plant biology researchers. Cellular anisotropic enlarge-

ment (expansion) is achieved through a combination of outward water

Figure 1.2: Microfibrils
transversely cover the cell,
constraining lateral growth
[1].

(turgor pressure) and non-uniform resistance from the

cell wall.

As the membrane is covered by the cell wall, ex-

pansion requires certain mechanisms to be in place in

order to prevent cell explosion. [34] indicated that

growth is achieved via an increase in cell volume

caused by water intake to the cellular compartments

(vacuoles) and the extension of the pre-existing cell

wall. However, the thinning of the cell wall owing

to this extension must be compensated for by the in-

tegration of new polymers into the wall in order to

constrain lateral cell expansion. Cellulose microfibrils

transversely cover the cell wall in combination with

a matrix of complex carbohydrates (polysaccharide),

preventing the thinning of the wall, as seen in Fig

1.2. Cellulose synthesis is accomplished by cellulose-synthesizing complexes that

consist of cellulose synthase (CESA) proteins. CESA proteins are found in the

plasma membrane as hexameric rosettes complexes [35].

The distribution and orientation of CESAs influence the deposition of cellulose

in different parts of the cell wall. These parts of the cell wall may develop dif-

ferent morphologies, giving way to various functionalities. [36] showed that these

particles are “motile” and traced in approximately linear trajectories. One model

that attempted to explain these trajectories was proposed when microtubules were

discovered. According to this model, microtubules set a template for cellulose syn-

thesis and CESAs follow their orientation. Researchers have been investigating the

colocalization of CESAs and microtubules to justify the model and further under-

stand the inner workings of the cellulose production and deposition processes [33].

This presents new research opportunities for bio-image analysis.

An interesting instance of anisotropic morphological development is stomatal

guard cells. Guard cells play a fundamental role in the gas transfer required for

respiration, photosynthesis, and transpiration (the water movement process within
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plants via evaporation) by bordering stomata (pores). The opening and closing

of stoma is mainly caused by turgor pressure along with differently sized deposi-

tions of cellulose and matrix polysacchride in different locations. Further study of

the interactions between CESAs and microtubules in guard cells, as well as the

orientations of microtubules in open and closed states, might reveal more about

the mechanics and functionality of stomata. The aforementioned research direc-

tion suggests the need to quantify colocalization analysis from microscopy images.

Computer vision comes into play at this point. In [37], a rather detailed review

of methods for colocalization analysis is provided. Image analysis tools based on

different approaches such as correlation-based and object segmentation-based colo-

calization have been proposed by researchers [38, 39]. Each approach has its own

merits and shortcomings. Nevertheless, object segmentation methods have long

been a focus of attention in computer vision research, and some researchers would

argue that this is an established area of study. A segmentation system can be

used to distinguish subcellular structures that experts cannot. It can also process

a huge volume of microscopy data in a shorter amount of time than experts can.

Computer vision research aims to help medical doctors and biologists by au-

tomatizing the detection of tubular structures. As there are different imaging

modalities for different research purposes, there have been many different meth-

ods used in an attempt to solve the same problem. Some methods are based on

models or fixed filters [40, 41, 42, 43, 44]. Some studies have approached the

subject from the active contours perspective due to active contours’ topological

advances [45, 46, 47]. Recent developments in neural networks research have also

been employed to solve the problem. Machine learning has been used in cases

where researchers have sufficient data.

Different fields use 2D and 3D imaging data for different purposes. Computer

tomography and positron emission tomography (PET) are common 3D modalities

in medical imaging. Retinal scans and angiographs are acquired in 2D. In plant

biology, demonstration of microtubule analysis is often done using 2D maximum

intensity projection images [48]. These images can be challenging for manual

analysis and computerized methods due to (i) the high number of microtubules,



9

(ii) contrast loss because of the tubules’ position on the imaging plane, and (iii) tubules

crossing over one another or the inter-tubule distance becoming shorter than the

resolving power of the microscope.

1.3.2 3D Surface Extraction of the Stomatal Complex

3D models of biological structures can be utilized to simulate and analyze these

structures’ responses to different conditions and external impacts. Furthermore,

reliable 3D models can provide us with more details about the physical dynamics

of a specific complex. One area in plant science that needs such models is stomatal

research. Due to stomata’s aformentioned role in the gas intake of a plant, under-

standing underlying mechanisms in their opening and closing might yield crucial

knowledge for different real-world applications such as irrigation planning or the

design of industrial plants resilient to drastic changes in the rainfall regime.

The methodology used for stomatal analysis generally follows a common pattern

across different studies. A hypothesis regarding the relationship between a function

or property and a basic structure such as a gene or substance is proposed. The

samples from the model plant family that show differences in the expression of the

gene/substance under investigation are separated into mutant and control groups.

The samples are imaged using an appropriate method, which is usually confocal

fluorescence microscopy. The characteristics of the function or property under

investigation are manually analyzed and quantified and the differences between

the sample groups are statistically identified. Physical properties such as stomatal

pore dimensions and area, whole stomatal complex dimensions, single guard cell

dimensions, arc length, and shape play an important part in this analysis. An

automatically or semi-automatically extracted 3D model of the stomatal complex

might be used to accelerate this process. Such a computerized model might be

more accurate in its measurements as it would be better able to represent the

smallest topological changes than a manually crafted model could.

3D model extraction is related to the segmentation of relevant surfaces in a

volume of interest. This is a well-researched area of the computer vision field. In

particular, active surfaces are widely employed in medical image analysis in order

to isolate the brain, other organs, and skeletal structures. Their use in cases of
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brain segmentation is indicative of their ability to handle topological changes and

gaps on surfaces. We devise a software program that utilizes the flexibility of both

2D active contours and 3D active surfaces to extract a 3D model of the stomatal

complex. The challenges of completing this task are

• contrast loss deeper into the sample causes gaps in geometry,

• the surrounding pavement cells make it difficult to detect inherent stomata

walls,

• the inner and outer surfaces need to be distinguished from one another for

more accurate analysis.

In light of the discussions above, we propose a novel method that is adaptive

to microtubule topology and that connects broken parts in their segmentation

while adhering to their geometry. We come up with a framework that integrates a

stretching open active curve system and a tensor voting framework. Our proposed

method fills the small gaps where the continuity of tubules is broken due to different

imaging factors. This work is followed by development of a software package to

obtain the 3D surfaces of a stomatal complex through active surfaces and polar

snakes.

1.4 Problem Statement

We propose four research branches addressing the issues mentioned above. The first

one is an automated compositional evaluation tool with the capability to modify

images. The second is an investigation into preferences and biases of crowdsourcing

demographics, followed an automated visual analysis tool for microtubules at the

subcellular level. Finally, the fourth is a semi-automated system for stoma guard

cell pair isolation in 3D.

1.4.1 Research Questions

Our research questions focusing on the user-adaptation, compositional evaluation

system, and the visual analysis of stomata cells can be categorized into two groups.
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The first group is related to aesthetics and affect, and their relationship to visual

features. We first consider how well saliency maps can predict visual balance and

how this prediction can be improved. In relation to this research question, we seek

to identify whether visual features commonly employed in computational aesthetics

and affective analysis elicit any difference in response among various demographic

groups in relation to emotional constructs and preferences.

The second group is composed of two main parts. The first inquiry that we

make in this second group is into how active contour based methods can be further

improved to follow tubular structure geometry. The second inquiry is about extrac-

tion of the 3D surface of the stomatal complex in the face of imaging imperfections

via active surfaces.

1.4.2 Contributions

Our contributions in light of the aforementioned research questions can be sum-

marized using the same groups. Our contributions for the first group of research

questions can be summed up as follows. We created an image dataset that shows

different balance characteristics, which are symmetry, asymmetrical (dynamic) bal-

ance, and imbalance, with visual center votes from participants, and we identified

visual features other than saliency that may be related to visual balance The rela-

tionship between saliency maps and visual centers, or visual balance, was inspected

and it was shown that including high-level features such as human locations and

vanishing point detection improves performance. A dataset including 41,255 im-

ages and the affective responses, aesthetic ratings, and demographic information

of 2,063 participants was compiled. We showed that the participants could be

separated into different latent demographic groups and that there were differences

across these demographic groups in terms of affective and aesthetic responses to

the images.

Contributions in relation to the second group of research questions can be

summed up in three points. First, the initialization of snakes for the segmentation

of microtubules in stoma guard cells was heuristically improved. Then, tensor

voting was integrated into the stretching open active curve framework to obtain
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better structural awareness. Finally, in a similar vein, an active contour-based

method was devised to extract the 3D surface of the stomatal structure.

1.5 Structure of Dissertation

The dissertation proceeds as follows. In order to give reader some context for the

work detailed in the dissertation, Chapter 2 and Chapter 3 are dedicated for back-

ground and related work. The former provides background research on art theory

and the psychology of emotions and composition from a computational perspective.

Compositional methods utilized to extract those visual elements that facilitate the

creation of a balanced composition are laid out, and a discussion of how balance is

used in multimedia is provided. In addition, a discussion of how crowdsourcing is

utilized in computer science is given. The following chapter provides background

on segmentation and denoising methods that are used for tubular structure de-

tection and 3D surface extraction. The remaining chapters provide details about

our research. Chapter 4 expands on the representation of compositional balance

in images, and it is succeded by the chapter that describes demographic differ-

ences among participants in our crowdsourcing pool. Following two chapters focus

on biomedical image processing research. Chapter 6 discusses a novel method of

subcellular microtubule segmentation. Ensuing chapter introduces our software

package for 3D surface extraction. Last chapter discusses the implications of our

work and the future research that is possible.



Chapter 2
Background: Computational

Aesthetics and Affective Computing

2.1 Introduction

In this chapter, some context and research background for our studies related to

viewer perspective are delivered. The chapter cover research from various fields

such as empirical art, psychology, and computer vision. By doing so, we aim to

build a bridge between the knowledge base in arts and psychology, and computer

vision. Relationship between aesthetics, emotions and visual features are provided.

We first introduce compositional balance as an element of aesthetic. A discus-

sion on what type of visual cues are used to strike compositional balance is given.

The following sections introduce emotions and relationship between emotion and

preference. We continue on with phenomenon of crowdsourcing, and how it is

utilized in computer science. We lay down why we are interested in demographics

groups and provide information on personalization.

2.2 Aesthetics

Empirical studies of aesthetics and perceptual psychology have sought to lift the

veil on aesthetic phenomena. Under laboratory conditions, researchers modify vi-

sual elements (different shapes with different colors in diverse compositions) and
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seek participants’ aesthetic opinions of them. [18] documented some of the com-

mon practices of art. The Gestalt school of thought in art looks for these common

practices in an overall image and considers the design in its entirety [23]. These

common practices include (i) unity, which is the practice of putting elements of a

picture or a design together in order to give a sense of its entirety; (ii) emphasis,

which is using elements to draw visual attention to some part of the design (pic-

ture); (iii) scale, which is the implementation of objects or patterns at different

sizes so that the 2D picture gives a sense of three dimensions; (iv) rhythm, which

is the use of repeating patterns to produce a desired effect in viewers; and last but

not least, (v) balance, which refers to the equilibrium of elements in the artifact.

Of course, artifacts of interest can also be seen as data to be processed. In this

case, regularities in the data may be justified and new guidelines are necessary.

Thus, computer scientists have become interested in the problem of aesthetics as

computing power has expanded. Computing power could help artists, amateurs,

and designers to create better artifacts with ease and speed. This line of research

has the potential to refine information retrieval systems. An image search might

return more aesthetically pleasing results through computer vision’s application of

aesthetics theories to information retrieval [49]. There are applications that can

evaluate the aesthetics of Web page designs and automatically generate magazine

covers [50]. In considering an avid social media user with a low level of photog-

raphy knowledge, it seems that a system that provides suggestions for a better

composition that are tailored to the user’s demographics could be useful because

such a system would help the user to express their own point of view of an object

or a scene. Research on automatic composition has garnered significant attention,

as it has many applications in fields such as publishing and photography. Before

making any effort to identify algorithms, however, it is important to have a solid

understanding of relevant theories and discussions in the fields of art, empirical

art society, psychology, and physiopsychology. One important step in this process

is grasping the elements and observed principles in design. Of the aforementioned

design practices, balance is the most relevant to composition. A deeper under-

standing of balance could lead to design of better algorithms to quantify balance.
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(a) (b)

Figure 2.1: The off-center disk in a square frame and the so-called structural net
with equilibrium points [2].

Compositional Balance

As previously mentioned, aesthetics and its elements have been a topic of interest

among art scholars. A full discovery of elements could lead to a formulation for

aesthetics. Gestalt principles define balance as the equilibrium of visual weights in

the design or artifact. Scholars who adhere to the Gestalt school [2, 51] consider

balance a prominent part of aesthetics. In [2], an explanation of balance is given

using a black disk with a square frame around it, as seen in Fig. 2.1a. The existence

of a perceptional field of push and pull like a force field within in the square

frame is mentioned; see Fig. 2.1b. The eye assigns an object to an equilibrium

position within the push and pull field. If the object is not located at one of these

equilibrium points, the composition feels disjointed to the eye. Thus, the author

claims that balance is one of the factors of aesthetics. The author does not provide

any testing scheme for these theories, however. This has led to conflicting results

in subsequent studies that have sought to prove the hypothesis.

The first conflict is related to the definition of balance. The literature re-

veals concerns about the ambiguity of Arnheim’s definition, as researchers are

not sure whether the equilibrium described is metaphorical or physical. The ap-

proach that most researchers have taken is to view the equilibrium as physical.

Thus, researchers have attempted to prove the aesthetic theories of balance from

the physical perspective. Even adopting this same perspective has not led to a
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unity of results, however. Rather, studies have returned conflicting results. In

[3, 23, 52, 53], results opposing the relationship between balance and aesthetics

were reported, whereas Arnheim’s theories were supported in [54, 55, 56].

In [23], participants were asked to put a fulcrum under “paintings of accepted

merit,” using both the original and cropped versions. It turned out that most

of the paintings were not balanced in the center of their frames. The researchers

also reported that the relationship between objects’ size and distance was non-

linear to viewers, unlike the physical relationship, which was linear. The issue

was rekindled in [3] by conducting a similar experiment. This study looked at

balance from the same physicalist perspective used by Arnheim. A few experiments

were conducted in an attempt to determine the accuracy of this proposed model.

Artistic photographs and random photographs were compared. First, the center of

mass (CoM) of each photograph was calculated. According to these calculations,

the CoMs of artistic photographs were aligned with the axes of the images more

frequently than they were in the random photographs. The CoMs of artistic images

were mostly aligned with the central vertical axis. This finding seemed to affirm

Arnheim’s equilibrium principle. However, the other experiment yielded conflicting

results. In the second experiment, the authors shifted the CoMs by modifying the

gamma of the pictures, which is related to the contrast and intensity of images.

Each CoM was moved off (to the left or right) the central axis if it was aligned

with the central vertical image or vice versa, as shown in Fig. 2.2. The participants

were asked to aesthetically choose between the originals and the modified versions.

The results were inconclusive as there was no obvious preference for images with

CoMs aligned with the vertical axis. The third and fourth experiments focused

on balance through the cropping of images. While the third experiment seemed

to support Arnheim’s principles, the fourth experiment, which was more complex,

showed no predominant preference for CoM-on-axis images. The fifth experiment

was conducted using Arnheim’s black disks, and the results supported those of

Arnheim. The conflicting results of experiments published as part of the same

study demonstrates the level of ambiguity. In [52], the meanings of “aesthetic,”

“balanced,” and “weight equilibrium” were investigated. The correlations among

these terms were low. The authors pointed out that aesthetic ratings were high

for symmetrical but imbalanced compositions and questioned how far an object
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(a) (b)

Figure 2.2: One of the original images in the study (a) and a modified version of it
wherein the gamma ramp was applied (b). The white point represents the center
of mass (CoM) [3].

should be placed from a different fixed object within a frame in order to obtain

a good composition [53]. They found that balance had almost no influence on

the aesthetic placement of the second object. Rather, the participants placed the

second object centrally.

There are also opposing results in the literature. Participants were asked to

design aesthetic compositions with black disks, squares, rectangles, and leaves of

different sizes in [57]. The participants’ design processes were photographed at

various intervals. Most of the designs were balanced around the central axis and

showed some sense of symmetry. The same sorts of experiments were conducted

with similar results in [54]. As last two paragraphs indicate, the results of these

studies vary. The problem with conflicting results demonstrates that researchers

do not ensure participants can truly perceive the weight equilibrium. In [52], it

was shown that participants miss balance even if the CoM is aligned with the

center. Most of the experiments were conducted with abstract shapes instead

of real-world pictures. Hence, the principles set out by Arnheim are still under

exploration. Strangely, contradictory studies have failed to come up with a con-

sistent replacement model. This supports the idea that computer scientists should

continue to use Arnheim’s principles.

Within this state of contradictions, we chose to follow Arnheim’s principles

because they are largely accepted in design and art books [18, 58]. Thus, we

proceeded with the settled factors of balance within the Gestalt school’s and Arn-

heim’s frameworks. The design practices that are typically implemented to achieve
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Figure 2.3: The elements that can be used in balance from upper-left to lower-right:
value, color, shape, texture, position of object, and eye direction [4].

balance are symmetry, shape, color, texture, and the use of differently sized ob-

jects [18]. Axial symmetry’s contribution to balance is obvious. The contributions

and use of other elements are more subtle. The balance achieved through the use

of these elements is called “dynamic balance.” Different structures with different

densities are used around the central vertical axis. In [4], the visual elements used

to strike a balanced composition were identified as value, color, texture, shape,

position, eye direction, and physical weight, as shown in Fig. 2.3. Ideas related

to visual attention follow, as high-contrast parts of an image draw more visual

attention so they can balance the larger, low-contrast regions. Brighter colors of

small regions can balance bigger regions of more neutral colors. A large plain area

can have a similar weight as a small region highly cluttered with complex shapes.

Similarly, a small, high-contrast texture area can have a weight equal to that of a

bigger, smoother area. In terms of objects, objects with similar texture, contrast,

and shape but different sizes can be positioned in such a way that the smaller

object is closer to the boundary of the image, whereas the larger object is close to

the center. In addition, directional lines (i.e., perspective elements) can be used

to balance an image by drawing visual attention from one side to another.
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At this point, computer vision comes into play, as symmetry, color segmentation,

and texture segmentation have been well studied in the field. These methods are

discussed further in the following section.

However, the appreciation of aesthetics is a multifaceted and complex event.

There are cognitive and affective (relating to moods, feelings, and attitudes1, which

are detailed later) sides to it. As cognition and affect are phenomena that are

rather personal, comprehending the cognitive and affective workings of individuals

is necessary to move closer to building personalized aesthetics systems.

2.3 Balance and Aesthetics in Multimedia

Interest in aesthetics has recently risen among researchers in the computational

domain. The subjectivity of aesthetics is recognized; however, data-driven ap-

proaches have shown some consensus can be reached [59]. In this regard, there

have been efforts to automatically make visual data more aesthetic or to provide

feedback to users. These data-driven approaches have also been applied in other

areas. In [26], an attempt was made to leverage aesthetics scores to learn a compu-

tational model to aesthetically rank images. The findings about aesthetic scoring

were applied to measure the aesthetic value of portraits in [60].

In this research field, balance is considered a small feature to be included in

some ad hoc methods and its definition is not very clear. In [22], the salient

regions of an image were used to quantify the sense of balance in the composition.

However, this analysis did not consider other factors such as objects or shapes.

Other approaches that have been used are related to Web page analysis and rely

on the spatial distribution of colorfulness (entropy) and Web pages’ image structure

using the XY-cut method [61, 62]. These approaches are based on the CoM and

rely too heavily on low-level features. Balance is related to higher-level features,

and the focus of our attention should be on this aspect. Bringing in connected

components in a picture can be a helpful tool. A review of the literature focusing

on how to extract features to capture balance is given in the following subsections.

1Oxford Advanced Learner’s Dictionary
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2.3.1 Symmetry

One idea of symmetry comes from [63], who explored how visual features can

be employed in emotion recognition. This study made use of ideas put forth in

[64] and [65]. In [64], the interest points in a scene were spatially transformed

to detect radial symmetry. In [65], the feature points were grouped together and

their local and global symmetries were checked. This allowed the researchers to

use the spatial distribution of symmetry points to capture static balance. These

algorithms’ implementations are available online. Balance can be better quantified

if we can:

• obtain the symmetry points, and

• look at how those points are spread around the image. This can be done by

dividing the image into nine grids and calculating the number of symmetry

points within these grids. This is considered a global sign of balance.

2.3.2 Texture

Texture plays an important role in composition, according to [66]. The features

mentioned in the study were considered relevant to aesthetic concepts. In [67],

these features were also used and added to the wavelet analysis. Hence, we propose

to first calculate texture properties using:

Gray Level Co-occurrence Matrix: A matrix with entry at index i,j describes

the frequency of pixel pairs with intensity i and j, separated by a displacement

vector d. Contrast, entropy, and correlation are calculated based on this 2D his-

togram. These values are computed for different angles and lengths of d, where{
0
◦
, 45

◦
, 90

◦
, 135

◦}
and (|d| = 1, 2, 4, 8).

Tamura Features: In [67], texture features of coarseness, contrast, and direc-

tionality were used in affective image classification. These features were selected

from the list of features given in [68], who based their list on psychological exper-

iments. The original list consists of coarseness, contrast, directionality, regularity,

and roughness. The computational definitions of these features can be found in

[68].
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Gabor Filter Output: The classical sinusoidal wave with a Gaussian envelope

is convolved with an image at different frequencies and orientations. The filter is

good at detecting structures with different orientation; however, determining the

frequency at which it works well is a problem. In order to detect texture differences,

we can consider a range of frequencies and create a bank of Gabor filters. As the

filters convolve with the images, each pixel can be assigned the orientation and

frequency at which it gives the maximum response. Similar textures should have

similar responses for similar filters.

Fourier Spectrum: The response can be used to determine whether the image is

dominated by radially distributed texture. If it is, the frequency components will

be almost equally distributed radially.

Wavelet Analysis: Wavelet analysis can be used to measure the smoothness and

graininess of an image’s regions. We can follow the same approach; however, this

method is more effective if it is used with segmentation so that the textures of the

objects or regions can be analyzed. The area of each texture class, or the area of

each object, can be compared to the areas of the other texture classes.

2.3.3 Shape

For this property, the contour algorithm laid out in [69] can be used. In terms

of contour extraction, their method basically fits a disk on a pixel and checks

oriented gradients and color information to assign a contour confidence value. After

this method is applied, two types of analysis can be used. The first one involves

computing the CoM of the contour map. The second one involves obtaining a

connected component analysis and looking at the distribution of the connected

components in a nine-cell grid. The counts of connected components in each cell

can be turned into a vector where the origin is the center of the image. If the

shape to be detected is known in advance, the Hough algorithm might serve the

detection purposes. In this method, the shape parameter equation is transformed

into the related Hough space. Each point in this space represents the same shape

with different parameters. Each point in the Hough space is cast a vote according

to the number of edge pixels that each possible Hough shape covers in the image.
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2.3.4 Color and Value

Spatial color distribution makes up an important part of the balance analysis. The

first step is the naming of the colors in an image. There are two approaches to

this, as seen in [70] and [71]. If we are able to obtain the dominant color names for

the segmentation result, we can compare the area of one color to the areas of other

colors based on previous research [72]. Balance between two colors is achieved

if the colors are arranged in such a way that the area is in inverse proportion

to the hue*saturation. When working with natural images, this process becomes

more complicated. The same concept was mentioned in [73] and the bag-of-color-

words was utilized, but it was used for aesthetics and was not considered from a

compositional point of view. The words were constructed by using local regions of

simple color composition.

2.3.5 Depth

Using Make3D [74], we can obtain depth information and reconsider the segmented

objects in an image. We can compute a CoM where the depth value is the mass.

The closer an object is, the heavier it will be in visual terms. This method can be

used to represent cases in which dynamic balance is achieved by objects of different

sizes that are positioned at different depths.

While analyzing an image for dynamic balance, we need to take locality into

account. A segmentation of the scene can be produced based on [75] or [76].

The features above can then be calculated for objects within the image. In order

to convert object information into the visual tension field, we can represent the

objects with their CoMs and related vectors.

2.3.6 Saliency

Salient regions in an image are the parts of an image that the eye spends more time

on (“fixates on,” as is said in psychology) while viewing the image. According to a

2013 study, “Saliency intuitively characterizes some parts of a scene–which could be

objects or regions–that appear to an observer to stand out relative to their neigh-

boring parts” [77]. Saliency has been considered from two cognitive angles, which
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are bottom-up and top-down. Bottom-up models focus on low-level properties,

whereas top-down approaches focus on tasks and related heuristics. Approaches

to capturing saliency can be categorized as follows (Table 2.1): (i) information the-

oretic models, (ii) cognitive models, (iii) graphical models, (iv) spectral analysis

models, (v) pattern classification models, (vi) Bayesian models, and (vii) decision

theoretic models.

Graphical models employ a graph structure to capture the independence among

the random variables that represent the image. As there are latent variables re-

flecting saliency information, hidden Markov models and conditional random fields

(CRF) can be applied. In [78], CRF was employed to learn what makes up salient

regions from the data. Model complexities and interpretability difficulties are in-

herent to graphical models. Another approach that uses supervised learning is

given in [79] by training support vector machines (SVM). However, a problem

with testing learned models arises as the models heavily depend on the data.

The definitions of saliency that are accepted by researchers show differences

in their purposes. Some studies have focused on segmentation [80, 81], while

others have focused on visual attention [82, 83]. Naturally, a common theme is the

measure of dissimilarity, but the studies take different approaches to it. In [82], the

scientists did not present new features but instead speculated on a given feature

map. The feature map was transferred into a fully connected directed graph and its

edges were weighted proportionally to their dissimilarity to the surrounding region

and distance from other nodes of the graph in order to compute an activation map.

Based on this graph, a Markov chain was defined by “drawing equivalence nodes

and state, and edge weights and transition probabilities.” The equilibrium state

of the chain placed more importance on nodes with higher dissimilarity, yielding

an activation map. The activation map was normalized again and transferred to

a graph using a similar Markov chain scheme. This algorithm had a center bias,

which may have adversely affected composition analysis.

In [81, 83], region information was included and a multiscale approach was

utilized either by patches or by initial segmentation. In [83], context information

was incorporated. Local and global information was combined to achieve this. A

dissimilarity measure was created for a given patch by utilizing the Euclidean dis-

tances between color vectors of the patch and distances regarding patch positions.
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Category Name Description

Patch-based

DRFI [81] Dissimilarity measure defined among segmented regions in multi-
scales.

Context Aware [83] Dissimilarity defined among patches with a spatial distance con-
straint for context.

Achanta [80] Frequency information through different channels leveraged for dis-
similarity.

CovSal [84] Covariance among patches employed for dissimilarity information.
SWD [85] Dissimilarity patches represented in reduced dimensional space uti-

lized.

Graph-based
GBVS [82] Pixel information such as color, intensity, and orientation incorpo-

rated into a graph, where the edges represent a dissimilarity mea-
sure. The graph is treated as a Markov field to obtain an activation
map.

Center-surround
CorSal [86] Corner cues obtained via application of Gabor filters used for

saliency information.
FES [87] Bayesian framework between visual features and saliency within a

moving center-surround window.
Murray Model [88] Center-surround filter size and other parameters learned through

GMM.

Others

ImSig [89] Saliency map based on inverse DCT of image signature for
foreground-background separation.

UHF [90] Unsupervised hierarchy of visual features for saliency.

MDF [91] Multiscale feature learning through CNN for saliency inference.

Shallow Convnet [92] A shallow neural network followed by a deep network in order to regress

saliency values.

Table 2.1: State-of-the-art bottom-up saliency methods summarized according to
their approaches.

The same analysis was done at different scales and the results were averaged to

come up with a number. This saliency was redefined by using a distance measure

to attention foci to incorporate the context information. Context information can

be useful for composition analysis. A similar idea was applied in [81] using dif-

ferent levels of segmentation from fine to coarse. The researchers also came up

with a new feature to better distinguish the background. They extracted features

within segmentation regions and compared them for dissimilarity. Instead of di-

rectly calculating saliency, they computed the features and employed a learning

scheme through a random forest regressor with saliency labels from previously

obtained data. The researchers termed this dissimilarity “regional contrast.” In

[80], the purpose of saliency focused on segmentation. The very low and very high

frequency components from a given image were eliminated to obtain more uniform

regions.
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Basically, the saliency of a pixel was defined as the norm of the difference

between the mean intensity of the image and the intensity value of the pixel in

the bandpass-filtered image. The method seemed to work well for images with a

dominant object.

2.4 Emotions and Affect

Emotions are a part of a phenomenon called affect. Affect is defined as the psy-

chological state (sense-feeling) of a person during sensational interactions with the

environment [93]. Its representation, classification, and mechanisms are the focus

of psychology. The study of affective phenomena cannot be considered in isola-

tion from other phenomena within and around a person. Therefore, affect involves

cognitive processes and is related to our research topic, which draws from the field

of empirical aesthetics. Affect presents an opportunity to understand what makes

individuals appreciate the aesthetics of an object. Understanding this will help

artists to produce improved aesthetic artifacts.

Affect can be divided into three subgroups: core affect, moods, and emotions.

Emotions are the most interesting of this group, as they are directed towards an

object. A detailed discussion of emotions is necessary for the sake of our argu-

ment. Emotions’ representation methods are especially important for this research

as emotions affect the machine learning scheme and data-gathering. There is sub-

stantial literature on the representation of emotions. The first approach is derived

from evolutionary knowledge. In [94, 95], the researchers argued that people devel-

oped discrete emotions with related facial expressions. In line with this argument,

the categorization of emotions according to facial expressions was adopted. These

facial expressions can also be observed in primates. Humans have eight discrete

emotions including happy, angry, and sad. Recent and improved approaches to

emotions are the dimensional and circumplex approaches [5, 96, 97]. In [5], a 2D

circumplex model was proposed, as shown in Fig. 2.4. Emotions can be repre-

sented with the two bipolar dimensions of “affective valence” and “perceived ac-

tivation.” Another approach proposed is the Positive Affect(Activation)-Negative

Affect(Activation) Schedule (PANAS) [96]. The dimensions in this approach are

not bipolar, according to the authors. Rather, one dimension (PA) covers the
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Figure 2.4: 2D circumplex proposed in [5] and 3D emotional space [6].

affective space from “high-activation pleasant affect to low activation unpleasant

affect.” The other axis (NA) is from “high-activation unpleasant affect to low acti-

vation pleasant affect.” Confusingly, PA and NA sound as if they are bipolar in the

definition; however, they are affectively unipolar. This means that only the state of

high activation has affective value. Therefore, the dimensions are only represented

by the high-activation poles. Another dimensional approach was proposed in [97].

The poles are defined according to arousal types. The first dimension is described

as the energetic arousal (EA), which spans energy-tiredness. The other dimension

is described as the tense arousal (TA), which spans tension-calmness. The authors

stated that PA and NA are compatible with EA and TA, respectively.

The cognitive process of appraisal plays an important role in the eliciting of

emotions. Appraisal was defined in [98] as “cognitive evaluations of events that

are considered to be the proximal psychological determinants of emotional experi-

ence.” Certain permutations of appraisals match certain emotions. An appraisal

takes place in two parts. Individuals consider an event’s or an object’s motiva-

tional relevance and motivational congruence. Motivational relevance is related

to the intensity (arousal) of emotion. The more important an individual consid-

ers something to be, the more intense emotions the individual has. On the other

hand, motivational congruence is linked to valence. Evaluated coping potential is
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also associated with feelings of pleasantness or unpleasantness. If a person finds

an object or event less manageable (copable), they have negative feelings. This

has implications for arts and aesthetics. If an artifact is appraised as manageable,

it appears aesthetic to our eyes. Balance may influence manageability. [99] de-

scribed a study in which subjects were shown some samples from the International

Affective Picture System (IAPS), which contains emotionally labeled pictures [11].

One group of individuals labeled images emotionally according to the valence and

arousal dimensions; the other group provided information about their appraisal

of the images. The two groups labeled those images according to their emotions

and appraisals separately. It turned out that the emotional labels given by one

group could be predicted by the appraisals provided by the other group. Accord-

ing to the authors, high-valence pictures received high ratings on the appraisal

scale agreeable/well-being. On the other hand, chance/human agency (natural-

ity) influenced arousal along with the novel/unexpected composite. At the end

of the study, the authors stated that these appraisal processes could occur sub-

consciously. They named them “cold appraisals.” What these results point to is

important. By discovering more about appraisal scales and the visual properties

that lead to them, new art and design principles can be explored. This might

pave the way for a better understanding of art and, in the end, a better form of

art. Empirical aesthetics research has also focused on the relationship between

aesthetics and emotion. There are efforts from both the emotions front and the

aesthetics front. Scientists have sought to come up with an accurate model to

show the mechanisms behind aesthetic appreciation and judgment. In [100], the

researchers explored the relationship between the feeling of interest and appraisal.

Interest was presented as an emotion that resulted from an appraisal. The study

showed that appraised complexity and appraised ability to understand a picture

influenced interest. Individuals were more interested in a picture if the picture was

considered more complex and understandable. In [101], an attempt was made to

present a model of aesthetic appreciation and judgment, and the interest was in

cognitive processing of art and how it elicited positive feelings. When an individ-

ual was shown an artwork, it involved “classifying, understanding, and cognitively

mastering the artifact.” The model put the perceptional analysis first in the pro-

cessing line. This includes basic occipital visual processing [101]. During this
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stage, contrast was an important factor. The sharpness of an image increased

the efficiency of the information-processing stage. Visual complexity was another

important factor in visual processing. Adherence to Gestalt principles impacted

information-processing mechanisms.

2.5 Emotional and Preferential Differences Across

Different Demographics in Crowdsourcing

Different research fields have utilized the power of crowdsourcing. We focus on

how crowdsourcing is employed for computer science, and what benefits we can

gain by inspecting the crowd.

2.5.1 The Utilization of Crowdsourcing for Labeled Data

Various branches of computer science have employed crowdsourcing to obtain a

considerable amount of labeled data. In the text retrieval field, for example,

crowdsourcing has been leveraged for relevance evaluation, relevance feedback,

and topical judgments [102, 103, 104, 105]. Crowdsourcing has also been employed

for different language-related tasks such as the transcription of spoken language,

reading, and interpretation [28, 106].

Computational aesthetics and affective computing studies have recognized the

benefits of crowdsourcing and have leveraged it for the acquisition of labeled data.

Affective labeling of multimodal media through Amazon Mechanical Turk (AMT)

has been a popular method [29, 107, 108, 109]. AMT and other similar online

platforms have been used to gather information about individuals’ aesthetic pref-

erences. There are datasets that include images crawled from community sites

such as Flickr R©, DPChallenge.com, and photo.net. One of the pioneers in collect-

ing data using this method is [19]. The authors of that work utilized photo.net in

order to collect photos with aesthetic ratings. Following this, they used a machine

learning scheme to train the system with labeled images. In [26], DPChallenge.com

images were used to create a dataset for visual aesthetic analysis. [110, 111] uti-

lized Flickr R© images and tags. In [112], Flickr images were collected and rated on

AMT.
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2.5.2 Amazon Mechanical Turk (AMT)

One of the most prominent crowdsourcing platforms is AMT. It was designed to

have individuals accomplish microtasks that are complicated for computers. It is

considered an inexpensive and rapid way to collect data [113, 114].

The AMT community is divided into requesters and workers (Turkers). Al-

though some are skeptical about the data quality of AMT [30, 115], multiple stud-

ies have shown that the data quality is similar to or better than online panel

participant or student subject pool data [113, 116, 117]. In addition to analyz-

ing the reliability of the data, these studies provided insight into different aspects

of participants such as their demographic distributions, motivation to participate,

and the settings in which they take the surveys. It is estimated that there are more

than 100,000 AMT workers. However, the literature suggests there is a discrepancy

in the ratio of participants from the United States and from outside of the United

States (mainly India) [30, 31, 113, 116]. According to [116], 47% of the participants

are from the United States, and one-third are from India. Women make up 57%

of the participants. The participants are from 50 different countries, including all

50 U.S. states. Non-American workers make up 31% of the population, and 36%

are non-white [113]. A recent study showed that the ratio of non-U.S. Turkers to

U.S. Turkers was much higher at 7:1 [30]. International Turkers are more educated

than U.S. Turkers, although they also have lower incomes. [31] conducted a lon-

gitudinal study to better understand the demographic make-up of Turkers rather

than relying on a snapshot in time. They confirmed that there are more than

100,000 subjects in the AMT pool; however, the population is more dynamic than

expected where the workers have a survival rate (half time). A worker becomes

obsolete after a while. They reported that Turkers from the United States make

up of 75% the population, while Indian Turkers make up 16%. While they pointed

to a younger worker population for Indian Turkers, they noted that Indian Turkers

also have lower incomes on average than the general U.S. population.

In [116], workers were compared to community participants and college students

by giving them the same questionnaire. It turns out that the AMT worker sample

matched community samples from an age and gender perspective, but the AMT

workers were older than college students on average. When it comes to their
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motivation for participation, multiple studies have demonstrated that the workers

are motivated by financial compensation rather than interest in the topic or a

feeling of achievement [25, 30, 113, 118].

2.5.3 Studies on Differences Across Various Demographics

Emotional Differences. Emotional gender differences can be investigated through

body measurements. This type of research looks into the activation regions in brain

in fMRI [119], skin conductance measures [120], and facial electro myographic

(EMG) activity when participants are presented with the same visual stimuli. In

most of the cases, the International Affective Picture System (IAPS) [11] has been

employed. These studies have reported the neurological responses of men and

women to positive and negative affect stimuli differ.

Preferential Differences. The focus of preferential studies is naturally color. For

different purposes such as psychology and website design [121, 122] and marketing

and product design [123], researchers have analyzed responses from both genders

to relevant artifacts. Psychological studies have attempted to find color preference

differences between genders. The main approach employed by these studies is the

exposition of a discrete color wheel or chart, and using a questionnaire about the

wheel [124].

2.5.4 Personalization

As stated in Chapter 1, people who use the Web to share their ideas compete with

other content-sharers; hence, they attempt to be different from others to reach

their audience. This includes adjusting their content to fit the profile of users so

that the users like what content-sharers are publishing online more. This topic has

recently garnered attention in Internet sciences.

The personalization of Web pages has been increasingly investigated, as its

importance is grasped by the Web community. We might need to consider the

external elements that influence a user, since personalization is the process of tai-

loring a system to a user. These external elements can be the ones that are directly

related to the person, usage information, contextual elements, and social elements

[125]. In our study, we are interested in elements that are directly related to users,
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which are demographics. The demographic context shapes how individuals ap-

praise aesthetic elements. Hence, demographics are related to perceived usability

through the discussion of appraisal given above. In [126], the adaptivity of Web

pages to different cultures was inspected in detail. The researchers used cultural

information to create a user model specific to a culture and adapted the interface

according to this user model based on a culture ontology. This culture ontology was

obtained through a combination of different elements. Some of them were gender,

age, religion, education level, computer literacy, and language. Interface aspects

were mapped to cultural dimension scores and user interface adaptations were sug-

gested for these aspects according to users’ cultural dimension scores. Studies that

tied cultural influence to Web page design were conducted by [127, 128]. They

utilized the local and foreign Web pages of a famous consumer electronics brand.

The trust and preferences for both Web pages were measured for participants from

different countries such as the United States, Canada, Germany, and Japan. It

was shown that design preferences for local site were the most different between

the Western countries (United States, Canada, Germany) and the Eastern country

(Japan). Within the same cultural group, only Americans were loyal to the local

site. This study raises the possibility of demonstrating cultural differences; how-

ever, it was conducted using only one Web page. Moreover, biasing might have

been a problem due to the fame of the company.

2.6 Summary

In this section, the concepts that are essential to the dissertation research were in-

troduced. As it is important to understand concepts before starting to do anything,

familiarizing ourselves with the concepts of aesthetics, composition, and emotions

was crucial. These concepts were introduced and certain relations among them

were laid out. The principle of compositional balance was introduced, and the

conflicting views about it in the empirical arts field were described. Certain visual

features and their computational methods were also discussed briefly. Crowd-

sourcing, a current trend in ground-truth collection, was introduced alongside its

different applications in computer science. The topic of personalization was briefly

described.



Chapter 3
Background: Tubular Structure

Analysis in Bioimaging

3.1 Introduction

In this chapter, image processing and computer vision techniques relevant to our

study are discussed. As stated in Chapter 1, the tubular subcellular structure

analysis of guard cells may benefit from medical image analysis research. Hence,

we provide a review of the literature on image denoising and vessel segmentation in

detail along with a discussion of useful morphological operations. The discussions

about active surfaces are also provided in this chapter.

The chapter starts with brief coverage of stomatal research in plant biology. The

following section briefly introduces morphological operations that we frequently

employed for pre-processing and post-processing in our segmentation algorithms.

We continue on with relevant denoising research. The ensuing section provides

information about different algorithms for tubular structure detection. Finally, we

give information on the tensor voting framework.

3.2 Stomata Research in Plant Biology

Before going into technical detail on computer vision aspect of stoma research, a

short background is provided here to give context to the problem at hand. We are
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interested in two particular aspects of stomatal research such as microtubules as

subcellular structures and 3D surface modeling.

3.2.1 Microtubule Research in Plant Biology

Stomata play a fundamental role in gas exchange between the atmosphere and a

plant. A pair of guard cells borders a stomatal pore, and the opening and clo-

sure of the stomatal pore is mainly caused by changes in turgor pressure in the

guard cells. Dynamics, production, and distribution of microtubules (MTs) and

their relations to stomatal mechanics have garnered interest among researchers in

the plant biology community. Most of these studies depend on counting, trac-

ing, and quantification of MTs for different states of stomata, all of which are

usually manual processes [129, 130, 131]. Colocalization analysis of MTs and CE-

SAs benefits from MT tracing and quantification. [37] provides a detailed review

of methods for colocalization analysis. Most methods of colocalization analysis

that have been proposed are either correlation-based or object segmentation-based

[38, 39]. Nevertheless, object segmentation methods have long been a topic of

discussion in computer vision research, and one may argue that this approach has

an established foundation. A segmentation system can be utilized to distinguish

among subcellular structures that experts cannot. Such a system can process a

huge volume of microscopic data in a shorter amount of time than that needed by

an expert.

3.2.2 3D Surface Modeling

Plant biologists are interested in 3D models of stomata as they can use them

simulating different scenarios or explaining certain behavior. The models can also

be utilized to compare against research results from different studies. In [12, 132],

physical aspect of stomata are investigated, and 3D modeling is employed for

analysis. The physical modeling requires parameters such as elasticity, pressure,

tension in order to predict behavior. The relationship between parameters and

actual behavior can be learned by matching visual stoma data to those parameters.

If the visual data is more precise, modeling becomes more accurate. Visual data

can be better represented via an automated surface extraction method.
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(a)
(b)

Figure 3.1: The effects of opening and closing on a 1D intensity profile (3.1a) and
on a sample image, respectively (3.1b). For the intensity profile, opening eats away
the spurious part, whereas closing fills up the valleys between intensity spikes. This
behavior can be observed in the image in (3.1b). The original image is given in
the upper-right hand corner. The lower-left corner shows the results of a grayscale
opening, where small bright details are lost with no great effect on the dark details.
The lower-right corner indicates the results of closing, where small dark details are
lost with no great effect on the brighter details [7].

3.3 Morphological Operations

Mathematical morphology can be described as shape-oriented operations that

“simplify image data, preserving their essential shape characteristics and elimi-

nating irrelevancies” [133]. These operations can be explained through set theory.

In this context, sets denote shapes in images. For example, sets in 2D Euclidean

space represent foreground parts in a binary image, while sets in 3D Euclidean

space represent a grayscale image. These operations can be extended and applied

to higher dimensional space.

The dilation operation, also known as expand or grow, is defined for sets A and
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B in space EN where a and b are N-tuple points included in these sets as

A⊕B =
{
c ∈ EN |c = a+ b for some a ∈ A and b ∈ B

}
. (3.1)

From an image processing perspective, B can be considered the structuring ele-

ment that defines the geometry of expansion. The other fundamental operation is

erosion, which is also called shrink or reduce. The set formula for this operation is

A	B =
{
x ∈ EN |x+ b ∈ A for ∀b ∈ B

}
. (3.2)

It can be understood from this equation that set B is not contained wholly within

A at A’s boundary; hence, the boundary pixels of A are not included in set A	B.

In short, the boundaries are etched. Erosion and dilation are usually applied in

pairs, and depending on their order, these pairs are called with different names.

First one is opening which can be defined as

A ◦B = (A	B)⊕B , (3.3)

which can be used to eliminate spurious elements smaller than the structuring

element. The second one is closing, which is

A •B = (A⊕B)	 A . (3.4)

This operation can be used to fill in the gaps smaller than the structuring element,

as shown in Fig. 3.1.

These operations set the foundation for a frequently used edge gap filling func-

tion in our applications [134]. This function dilates edge ends with a ball struc-

turing element. This is followed by erosion. If two ends that belong to different

edges become connected with the dilation, the erosion thins the connection point

to the thickness of one pixel. Ultimately, the gap is filled.
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3.4 Image Denoising in Subcellular Structures

The principal causes of distortion in 3D images are described in [135] as follows:

“out-of-focus light, spatial fluctuation of illumination in the specimen, undesired

excitation due to lamp flicker, self absorption, bleaching effect and the Poisson

noise caused by background photon emission,” all of which result in the 3D impulse

response of the microscope (point spread function [PSF]), as seen in Fig. 3.21.

The imperfections of the imaging system can be statistically modeled with

two types of noise: intrinsic and extrinsic. Intrinsic noise is caused by the emis-

sion of a random number of light photons that occurs when photons from the

object reach the detector screen. Random extrinsic noise is triggered by other

components of the system during image acquisition. One common reason for

this is the charge coupled device (CCD) camera, which is employed as an im-

age detector. Although total noise is best captured with a Poisson distribu-

tion, an additive Gaussian noise model can be utilized for computational ease.

Figure 3.2: Point spread function [8].

Denoising approaches can be catego-

rized according to noise model. Among

the available methods are non-linear

methods and implicit regularization

methods, such as Tikhonov regulariza-

tion, total variation, and Wiener fil-

tering, among others [136, 137]; sta-

tistical methods that involve maximum

likelihood and maximum a posteriori

[135, 138, 139]; and methods utilizing

wavelet analysis [140].

Low-rank representations of images

and diffusion filters are common prac-

tices in medical image denoising [141,

142, 143, 144].

1Zeiss Education in Microscopy and Digital Imaging

http://zeiss-campus.magnet.fsu.edu/articles/basics/psf.html
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3.4.1 Low Rank Image Representation

Low-rank denoising is a strong candidate for use in our initial denoising step. With

this method, a return to low-rank subspace might eliminate most of the noise but

would sacrifice some of the original signal in the data mixed with the noise (e.g.

noise).

Given noisy signal X̃ = S + X, where S =
∑r

i=1 θiuiv
H
i is lower rank original

signal, and X is random noise-only signal. S can be recovered under certain

conditions through the optimization problem

Ŝ = arg min
rank(S)=r

||X̃ − S||F , (3.5)

whose solution is

Ŝ =
r∑
i=1

σ̂iûiiv̂i , (3.6)

where || · ||∗ is Frobenius norm and X̃ =
∑r

i=1 σ̂iûiiv̂i is the singular value de-

composition (SVD) of X̃. The idea of low-rank representation of a noisy signal

is extended in [145]. There, it is argued that the above optimization is a good

estimator for solving “the representation problem for the best rank approximation

of the noisy signal.” However, it is not considered the optimal solution for the

denoising problem. Instead of using direct singular value approximation, the re-

searchers devised a weighted approximation. They defined the denoising problem

as the squared error between a “weighted low-rank representation” of (X̃), and the

recovered signal S as

SE(w) = ||S −
D∑
i=1

wiûiv̂
H
i ||2F , (3.7)

wopt := arg min
w=[w1···wr]T∈Rr+

SE(w) . (3.8)

Note that case wi = σ̂i recovers the SVD of X̃. The optimization in Eq.(3.8), in

terms of weights wi, gives the denoised signal through regularizing shrinkage

Ŝopt =
r̂∑
i=1

ŵopti,r̂ ûiv̂i . (3.9)
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3.4.2 Diffusion Filters

Physically speaking, diffusion refers to the spread of mass from high-concentration

locations to low-concentration locations without any mass being created or de-

stroyed. This physical process can be mathematically modeled by first defining

the flux as

J = −D · ∇I , (3.10)

where D is the diffusion tensor and I is the intensity value of image, in the case

of image processing [146]. The negative sign on the right-hand side indicates

that the diffusion process occurs from areas of high concentration to areas of low

concentration. This is because the gradient vector points in the direction of the

highest increase so that the diffusion is parallel to the direction of decrease. If J

and ∇I are parallel, the case is called isotropic diffusion and the diffusion tensor

can be given by a scalar diffusivity, conventionally called g(·). If the function in

Eq.(3.10) is a constant or, in other words, independent of position, the diffusion

process is referred to as homogeneous. If, otherwise, the function depends on the

image coordinates, the process is described as inhomogeneous [146]. If J and ∇I
are not parallel, it is called anisotropic diffusion.

As matter is not created or destroyed, the continuity equation can be applied

to obtain

It = −div(j) = div(D · ∇I) , (3.11)

where It represents the partial derivative of the image with respect to time, and

the negative sign on the right-hand side indicates that the intensity values decrease

for positive outward flux values since divergence depicts the net outward flux.

Before designing the diffusion tensor for anisotropic diffusion, it is beneficial to

compare linear and non-linear isotropic diffusion. In isotropic diffusion, since the

flux and gradient are parallel, the diffusion equation can be given as

It = div(g(I)∇I) , (3.12)

where g(·) is a scalar function. If it is necessary to preserve the edges of a given

initial image I, the diffusivity is a decreasing function of the gradient magnitude
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of the initial image. The pioneering Perona-Malik filter [147] proposes to use the

diffusion

∂I

∂t
=∇ ·

(
g(||∇I||2)∇I

)
, (3.13)

I(t = 0, x, y) =I0(x, y) , (3.14)

with Neumann boundary conditions.

When we perform the operations explicitly we obtain as in [148]

∂I

∂t
=∇ ·

(
g(||∇I||2)∇I

)
, (3.15)

=
∂

∂x

(
(g(||∇I||2)Ix

)
+

∂

∂y

(
(g(||∇I||2)Iy

)
, (3.16)

=g(||∇I||2)(Ixx + Iyy) + 2g′(||∇I||2)(I2
xIxx + 2IxIyIxy + I2

yIyy) . (3.17)

If we define the unit vector parallel to the gradient as ~N = ∇I
|∇I| and the normal

unit vector as ~T ⊥ ~N , we can simplify Eq.(3.17) as

∂I

∂t
=
(
2||∇I||2g′(||∇I||2) + g(||∇I||2)

)
~N
T
H~N + g(||∇I||2)~T

T
H~T , (3.18)

where H is the Hessian matrix of image I. The term on the left controls the

diffusion in the direction parallel to the gradient vector and the term on the right

controls the diffusion normal to the gradient vector.

For the function g(·), it was proposed in [147] to use

g(s) =
1

1 + s/K
, (3.19)

where K is a constant. For this definition, Eq.(3.18) becomes

∂I

∂t
=
K(K − ||∇I||2)

(K + ||∇I||2)2
~N
T
H~N +

1

1 + ||∇I||2/K
~T
T
H~T . (3.20)

This filter decreases the diffusion in the direction parallel to the gradient. If

||∇I||2 > K, the resulting negative diffusion causes mathematical unstability.
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For anisotropic diffusion, if it is desired to enhance the edges, the orthonor-

mal eigenvectors for diffusion tensor D can be constructed as v1 ‖ ∇Iσ and

v1 ⊥ ∇Iσ. If the eigenvalues to these eigenvectors are chosen as λ1 and λ2 as

λ1 = α ,

λ2 = g(|∇Iσ|2) ,

where α is a small positive constant in range (0,1), g is an decreasing function in

range (0, 1), and Iσ is the Gaussian smoothed image with variance σ.

The Iσ is a good descriptor for the edges. However, it cannot be used as a

descriptor for coherence. Thus, for coherence-enhancing anisotropic diffusion, the

diffusion tensor needs to be defined differently [9, 148] (Fig. 3.3). For Iσ, we obtain

its tensor product

J0(∇Iσ) = ∇Iσ∇ITσ . (3.21)

The eigenvalues of this matrix are parallel and orthogonal to ∇Iσ. Thus, the

eigenvalues give a representation of the orientation. As it is useful to obtain the

orientation of a structure within a region, a componentwise convolution with a

Gaussian filter is applied, which means that each element of this matrix is smoothed

with the Gaussian envelope fit to neighboring pixel values. Hence, the following

measure is defined

Jρ(∇Iσ) = Kρ ∗ ∇Iσ∇ITσ , (3.22)

where Kρ is the Gaussian kernel with σ variance. This is called the structure tensor

of the image at the particular location. The convolution with the Gaussian kernels

enables to find the average orientation in a region. The eigenvalues of the structure

tensor µ1 ≥ µ2 can be used as a measure of coherence by defining

κ = (µ1 − µ2)2 . (3.23)

Then, we can define the diffusion tensor as the matrix having the same eigen-

vectors with the structure tensor but inverse eigenvalues. This means that the

eigenvector of structure tensor that has the lowest eigenvalue is assigned the high-

est eigenvalue, namely

λ1 = α , (3.24)
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Figure 3.3: Coherence enhancing diffusion applied to Van Gogh’s ‘Road with Cy-
press and Star’ [9].

λ2 =

α, if κ = 0 ,

α + (1− α)e−C/κ, otherwise .
(3.25)

where κ is the coherence defined in Eq.(3.23). The diffusion tensor can then be

found by D = QΛQ−1, where Q is the matrix having eigenvalues as columns.

Another design of the diffusion tensor used for enhancing tubular structures can

be found in [141]. The researchers proposed a method of designing the diffusion

tensor that uses the eigenvalue analysis proposed by Frangi, which will be detailed

in the following section. With the diffusion tensor defined as the diagonal matrix

λ1 = 1 + (ω − 1) · V
1
s , (3.26)

λ2 = λ3 = 1 + (ε− 1) · V
1
s , (3.27)

where λ1 is the eigenvalue corresponding to the eigenvector associated with the

smallest eigenvalue of the Hessian matrix. In the equations, V ∈ [0, 1] and ω > ε,

ε > 0 and s is a positive real constant. The parameter ω denotes the strength of

anisotropic diffusion, ε should be a small value to represent the isotropic diffusion

component, and s is the term used to control the weight of the vesselness.
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With this definition of the diffusion tensor, diffusion can be performed along the

tubular structure, in the direction of the eigenvector corresponding to the smallest

eigenvalue of the Hessian matrix of the image.

3.5 Tubular Structure Segmentation

Computer vision research has been aiming to help medical doctors and biologists by

automating the detection of tubular structures. Different imaging modalities exist

for different detection problems to capture the structures of interest in the best

way possible. In different fields, 3D and 2D imaging data are utilized for various

purposes in analyzing tubular structures. Computer tomography (CT), positron

emission tomography (PET), magnetic resonance, ultrasound are commonly used

imaging modalities for analysis. For instance, retinal scans, and angiographs in

medical field are commonly obtained in 2D for vasculature [149]. On the other

hand, maximum 2D projections of confocal microscopy images of MTs are utilized

for colocalization demonstrations, although the analysis was done in 3D by [48].

As there are different imaging modalities for different research purposes, there

have been many different methods trying to solve the similar problems. Some of

these methods have been based on models or fixed filters. Some studies approached

the subject from active contours perspective due to their topological advances.

Machine learning stepped in when the researchers had large enough labeled data.

Recent developments in neural networks research also have been employed to tackle

the problem.

3.5.1 Filter/Model Based Methods

These methods apply designed filters searching for meaningful results or look for

structures that fit a certain mathematical model.

Hessian Based Methods

One of the predominant studies on vessel segmentation is [40]. The researchers

described the importance of knowing the vessel structure for different medical
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applications. The problems faced during the acclamation of the vessel structure

are the overlap of non-vascular structures and the low visibility of small vessels.

According to the researchers, vessel enhancement is a filtering process that

searches for geometrical structures (tubular structures in our case). Taylor ex-

pansion is used to analyze and observe the local behavior of an image in the

neighborhood of a point up to the second order.

L(xo + δxo,s) ≈ L(xo, s) + δxTo∇o,sHo,sδx0 . (3.28)

In Eq.(3.28), multipliers of the last term express the gradient vector and Hessian

matrix of the image calculated in xo with scale s or, in other words, the derivative of

the signal. To smoothly compute these differential operators of L, L was convolved

with the derivatives of Gaussians (DoG).

δ

δx
L(x, s) = sγL(x) ∗ δ

δx
G(x, s) . (3.29)

γ in this equation is used to describe a family of normalized derivatives. It is im-

portant when we compare the response of differential operators at multiple scales.

γ = 1 for no scale.

The second derivative of a Gaussian kernel at scale s provides a probe ker-

nel that measures the contrast between the regions inside and outside the range

(s,−s) in the direction of the derivative. Hessian gives us a matrix of directional

derivatives.

δxToHo,∫δxo =

(
∂

∂δxo

)(
∂

∂δxo

)
L(x0, s) . (3.30)

With the eigenvalue analysis of Hessian, we obtain the principal directions in which

the local second structure of the image can be decomposed. For the ordering of

eigenvalues as |λ1| ≤ |λ2| ≤ |λ3|, a pixel belonging to a vessel region will have |λ1| ≈
0 since the second order characteristics will have small change in the direction of

the vessel and |λ1| � |λ2| ≈ |λ3|, when λ2, λ3 are negative since the vessels show

as light tubular structures on dark background in CT scans (Table 3.1). According

to the values of λ’s, we can describe what kind of region the pixel is in as blob,
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λ1 λ2 λ3 structure
Low Low Low noise
Low Low High- plate-like (bright)
Low High- High- tubular (bright)

High- High- High- blob-like (bright)

Table 3.1: The structure analysis is based on the eigenvalues of the Hessian matrix
when the eigenvalues are ordered as |λ1| ≤ |λ2| ≤ |λ3|, where a positive sign
indicates positiveness. This classification applies to bright objects against a dark
background. For dark objects on a bright background, the signs should be reversed.

plate or tube. In [40], three ratios are defined as,

RA =
|λ2|
|λ3|

, (3.31)

RB =
|λ1|√
|λ2λ3|

, (3.32)

S =

√∑
i≤D

λ2
j , (3.33)

where D refers to the dimensions of the image. The ratio RA compares the eigen-

values in the directions perpendicular to the least change. The closer this value is

to 1, the more the voxel is a part of a plate-like structure. The closer it is to 0,

the more the voxel is a part of line-like structure. The ratio RB indicates whether

the voxel is a part of blob-like or a plate-like structure. For blob-like structures,

the eigenvalues are expected to be close to each other since the intensity change in

each direction is similar in magnitude. Thus, the ratio approaches 1 for blob-like

structures. The parameter S is the Euclidean norm of the eigenvalues and is called

the second-order structureness. This parameter works to eliminate the noise in the

image, while accounting for the strength of the second-order characteristics of the

image.

As discussed in [40], a vessel, because of its circular cross-section, has a plate-

like characteristic perpendicular to the vessel axis and the vessel is not blob-like,

as shown in Fig. 3.4. Using these two characteristics of the model, the researchers

suggested a vesselness measure using the parameters described above.
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Figure 3.4: Illustration of the eigenvectors Vi (Column 1) and corresponding eigen-
values µi (Column 2) of the structure tensor in five different situations. The first
case indicates almost no contrast in any direction; the eigenvalues are equal and
close to 0. The second case shows contrast in the direction of V1; the first eigenvalue
is much larger than the other two eigenvalues. The third case shows contrast in
the direction of V1 and V2; the first two eigenvalues are much larger than the third.
In the fourth case, there is great contrast in V1, less contrast in the direction of V2,
and almost no contrast in the direction of V3. The fifth case indicates contrast in
all directions; the eigenvalues are equal but are much larger than 0.

The measure follows as

Vo(s) =

0, if λ2 > 0 or λ1 > 0 ,

(1− exp
(
−R2

A

2α2

)
)exp

(
−R2

B

2β2

)
(1− exp

(
− S2

2c2

)
), otherwise.

(3.34)

where α, β, and c are constants that control the sensitivity of the parameters.

Vo(s) approaches 1 as the structure becomes tubular.

COSFIRE Filter for Vessel Delineation

In this method, a COSFIRE (Combination of Shifted Filter Responses) filter is

employed to obtain a high response in tubular structures [42]. The intensity max-

ima at points are aligned on concentric circles. The values at these points are
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represented as a set of tuples S of DoG sigma, σ, and polar coordinates ρ and

φ. The filter response is computed as the geometric mean of the tuples set after

the DoG images are blurred by a Gaussian function where σ′ = σ′0 + αρi and are

shifted in the opposite direction of tuple φi with amounts δxi = −ρi cosφi and

δyi = −ρi sinφi.

rs(x, y)
def
=

∣∣∣∣∣
 |S|∏

i=1

(sσi,ρi,φi(x, y))

1/∑|S|
i=1

ωi
∣∣∣∣∣
t

. (3.35)

Wavelet Approach

Wavelets are wave-like oscillations where the amplitude starts at 0, increases, and

returns to 0. Wavelets can be convoluted with an unknown signal to obtain in-

formation. In image processing, wavelets are employed to decompose images into

different levels of details according to their scaling and frequency. Symlet wavelets

are used to decompose images [41]. These are compactly supported wavelets with

the least asymmetry (adhering to the vessel structure) and the highest number of

vanishing moments for a given support width (capturing contrast changes on the

sides of a tubule). Their associated scaling filters are near linear-phase filters.

A Combination Morphological Operations and Differential Image

In one of the methods, the grayscale images are first morphologically processed with

one-pixel-wide operators to obtain an initial idea of possible vessel areas. At first,

linear structures are accentuated by taking the supremum of image opened with

different orientation filters [43]. In addition, non-structure regions are obtained

through the infimum of images filtered with orthogonal directions. The output

is passed through a Laplacian of Gaussian (LoG) filter in different orientations.

Another morphological operation is used to remove the nonlinear brightness regions

where there are no tubular structures. In the case of morphology filters, the size of

the morphology filter and sigma of LoG are the determining factors of segmentation

quality.
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Differential Operation Based on Kirsch Templates

In this approach, differential filter templates such as
[ 5 −3 −3

5 0 −3
5 −3 −3

]
/15,

[ −3 −3 5
−3 0 5
−3 −3 5

]
/15,[ −3 −3 −3

5 0 −3
5 5 −3

]
/15,

[ −3 5 5
−3 0 5
−3 −3 −3

]
/15,

[ −3 −3 −3
−3 0 −3
5 5 5

]
/15,

[ −3 −3 −3
−3 0 −3
−3 5 5

]
/15,

[ 5 5 −3
5 0 −3
−3 −3 −3

]
/15 are con-

volved with the image. If the filter structure is observed, it is seen that these filters

are searching for certain intensity change profile similar to change profile for Frangi

filter. For each response image, the maximum response is chosen and incuded in

output image. If pixel values are above a given threshold, they are considered as

tubular structures [150].

3.5.2 Energy Minimization

These methods are usually based on manipulating images or segmenting structures

according to the optimization of an energy function.

Geodesic Active Contours

This approach improves the classical method that depends on ‘deforming’ an initial

contour C0 towards the boundary of the object of interest. This method utilizes

the minimization of a functional so that we get the boundary at its local minimum

[151]. This functional is composed of two parts, one that is controlling the smooth-

ness, and the other attracting the curve towards the boundary. These two parts

can be thought of the velocity parts of the shrinking or expanding curve. Again

the first one is related to the curve’s regularity and the second makes the curve

shrink or expand. The main mathematical pillar of this flowing motion stands on

the partial differential equation solutions. In [151], the old energy minimization

approach of employing “snakes” is adopted for curve evolution. In the energy

minimization approach

E(C) = α

1∫
0

|C ′(q)|2dq + β

1∫
0

|C ′′(q)|2 − λ
1∫

0

|∇I(C(q))|dq . (3.36)

the first two terms are the regularization components and the last term is the

shrinking component. The new method eliminates the term with β coefficient.
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The functional thus becomes

E(C) = α

1∫
0

|C ′(q)|2dq − λ
1∫

0

|∇I(C(q))|dq . (3.37)

The regularization is obtained through the consideration of the curvature in geodesic

curves. We find the curve at the points of maxima |∇I| (i.e., an edge detector)

while minimizing this functional. A generalization is obtained by replacing −|∇I|
with g(|∇I|)2, where g(r) is a strictly decreasing function.

A relation between energy minimization and geodesic curves is obtained

through Maupertuis’ principle. This theorem states that curves that are extremal

in Euclidean space and have fixed energy E0 are geodesic curves with non-natural

parameters. These curves have geodesic property with respect to a new metric

gij = 2m(E0 − U(C)), where U(C) = −λg(|∇I(C)|)2. Hence, minimizing E(C)

would yield
1∫

0

√
gijC

′
iC
′
jdq ,

1∫
0

√
g11C

′ 2
1 + 2g1g2C

′
1C
′
2 + g22C

′ 2
2 i, j = 1, 2 .

Using Fermat’s principle of light, we can reduce the minimization problem to
1∫
0

g(|∇I(C(q))|)|C ′(q)|dq. We minimize this expression by calculating the gradient

descent direction. Thus, we solve Euler-Lagrange equation.

∂C(t)

∂t
= g(I)κ ~N − (∇g · ~N) ~N .

We can express C implicitly if we assume that it is a level set of function u. Then

the equation above becomes

∂u(t)

∂t
= g(I)|∇u|κ+ (∇g(I) · ∇u) ~N . (3.38)
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Surface extraction through the level set method can be utilized for refining vessel

segmentation after the vesselness measure is found. However, this method heavily

depends on parametrization, which makes it difficult to apply.

Another method proposed in [152] is to apply minimization on the image, taking

the vesselness maps obtained at different scales and using the method described in

the previous section. Each voxel of the image contains a vector that consists of the

vesselness values obtained in different scales. For the initial and final points, the

algorithm starts from each vesselness value in the initial voxel to reach one of the

vesselness values of the final voxel by passing through the neighboring pixels and

scales. The cost function takes into account the intensity difference between the

neighboring pixels and the jump in scale. By applying this definition of the cost

function at different scales, the minimizing path does not contain sudden jumps in

scales. The algorithm accordingly prevents kissing or crossing vessels.

Stretching Active Contours

In [153], stretching open active contours (SOACs or SOAX) are formulated as open-

ended parametric curves with stretching open ends. The curves extend or shorten

to fit structures. As is the case with many active contour-based methods, the curves

evolve to minimize an energy functional, which is composed of internal energy

and external energy. The internal energy component ensures the smoothness and

continuity of the curve r(s). On the other hand, external energy makes sure the

curve follows image components of interest such as edges and ridges, among others.

In the SOAC case, external energy adds stretch energy on top of image-related

potential energy [46].

Eint(r) =

L∫
0

α(s)|r′(s)|2 + β(s)|r′′(s)|2ds , (3.39)

Eext(r) =

L∫
0

kimgEimg(r(s)) + kstrEstr(r(s))ds , (3.40)

where α and β are weights for adjusting curve tension and smoothness and kimg,

kstr are weights for image and stretching forces.
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The image force can be formulated as ∇(I ∗Gσ)(r(s)) = (I ∗∇Gσ)(r(s)). The

stretch magnitude is computed as

F (r(s)) =
I(r(s))− Ilb(r(s))

I(r(s))
, s = 0, L , (3.41)

where I(r(s))|s=0,L is the image intensity at the curve’s tips and Ilb(r(s))|s=0,L is the

intensity of the local background around each tip [46]. The tangential stretching

force is designed as

F(r(s)) =


− r′(s)
|r′(s)| · F (r(s)), if s = 0,

r′(s)
|r′(s)| · F (r(s)), if s = L,

0, if 0 < s < L .

(3.42)

Combining two force fields together, the external force is

∇E(r(s)) = kimg · (I ∗ ∇Gσ)(r(s)) + kstr · F(r(s)) . (3.43)

In [46], the framework for a single SOAC is extended to the sequential evolution

of multiple snakes and achieved through snake overlap checks during and after the

evolution.

3.5.3 Learning Based Methods

Some tubule segmentation methods use machine learning-based approaches to

segment vessels in order to leverage the high amount of visual data available.

Some approaches utilize Markov/Conditional random fields [154, 155, 156]. Tradi-

tional feature engineering-based learning has also been employed in some stud-

ies [157, 158, 159, 160]. With the resurgence of neural network research, re-

searchers have developed methods applying deep learning or a combination of

deep learning with other representation methods to tubular structure detection

[161, 162, 163, 164].
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3.6 Perceptual Grouping-Tensor Voting

Tensor voting is a method that has been proposed to perceptually group and ex-

tract visually salient elements in spite of gaps in features and noise [10].

Figure 3.5: The osculating circle
connecting the voting point and
voting location [10].

Tensor voting takes place in four stages. The

data is first encoded into the second-order sym-

metric tensor T, which can represent certainty

and uncertainty in the direction of visual struc-

tures as a combination of stick and ball tensors,

respectively. This combination can be formu-

lated as

T = (λ1 − λ2)ê1ê
T
1 + λ2(ê1ê

T
1 + ê2ê

T
2 ) , (3.44)

where λ1 and λ2 are eigenvalues of T, and ê1, ê2

are associated eigenvectors. The term (λ1−λ2)

is called the saliency of the tensor, and it mea-

sures confidence in the encoded direction of the

visual structures. λ2 is called junctionness, and

it represents the level of contradiction in the en-

coded direction of the structures. Votes cast by

this scheme can also be represented using tensors. The fundamental voting tensor

is called a stick voting field. It is designed to cast a vote by using the parameters of

the osculating circle connecting the voting point and the vote location, as shown in

Fig. 3.5. The strength of the vote is enveloped with a decay function that punishes

distance and high curvature.

DF (v) = es
2+cκ2/σ2

, c =
−16 ln(0.1)× (σ − 1)

π2
, (3.45)

where s is the arc length along the osculating circle, κ is the curvature, σ is the

neighborhood size, and c is the decay control variable. The voting tensor is rotated

and scaled by the decay to compute the vote. Votes are collected through tensor

addition. The resulting tensor points to the structures that seem to adhere to
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perceptual continuity. Fig. 3.6 shows the propagation of the voting.

Figure 3.6: The stick voting field and its propagation [10].

3.7 Summary

As seen above, exhaustive research in tubular structure detection and denoising

has been conducted. When these approaches are evaluated in light of our stoma

microtubule detection problem, a few challenges arise. Although active contour-

based methods are useful for addressing topological changes, the initial structure

may influence results. The continuity breaks when the external force (image)

has problems. Filter-based methods are robust in detecting the shapes that fit

their mathematical model and may be useful starting points as an input to other

methods. However, they are also susceptible to artifacts and brittle to structures

deviating from their inherent model. On the other hand, deep learning models

require an exhaustive amount of data, which we currently do not have.



Chapter 4
Beyond Saliency: Assessing Visual

Balance with High-level Cues

4.1 Introduction

In this chapter, we present the details of our study of visual saliency represent-

ing compositional balance. As the background provided in Chapter 2 indicates,

saliency fails to capture some elements that help in creating a balanced compo-

sition. We collect an image dataset along with visual center ratings. We show

saliency is not a good representation of an image’s visual center and propose an-

other representation that uses additional high-level visual features.

The chapter starts with the motivation regarding the problem with employing

saliency for visual center representation. After pointing out the problem, we de-

scribe our approach to visual center representation. The data collection process,

relevant feature extraction, and validation steps are discussed. Finally, we give a

discussion about the limitations of our approach.

Motivation

We expand on the saliency map concept that is frequently employed in the afore-

mentioned computational aesthetic studies. We also show the problem by present-

ing cases in which bottom-up saliency methods fail in visual balance representation.

As explained in Chapter 2, bottom-up approaches consider the pre-attentive vi-
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Figure 4.1: Saliency analyses often fail to capture the key elements in attention.
Columns: original image, Achanta, GBVS, DRFI, Context aware, imSig, covSal,
corSal, UHF, SWD, Murray, FES, MDF.

sual attention that plays a role in a viewer’s unconscious reaction. This nature

constrains these methods more to low-level features that are processed in earlier

stages of the human visual system. When the center of mass (CoM) of a bottom-

up saliency map is evaluated to determine whether visual attention is lopsided or

aligned with the physical center of an image, some problems arise. Fig. 4.1 shows

a few examples where saliency methods fail to capture the elements that actually

have more or less visual weight than the saliency map assigns to them. The first

picture in Fig. 4.1 contains two humans that balance each other visually. At first

glance, almost half of the methods tested fail to capture the humans, even though

it was shown in a study that humans, faces, body parts, text bodies, and animals

receive more attention than other objects [79]. Among the methods tested, the

ones that successfully capture humans in pictures assign attention to other parts

of images that actually do not have that much visual weight compared to humans.

The text area above the person in the second image is also mostly missed, but it

may not have that much visual weight as it covers a small area in the image. More

interestingly, the saliency maps employed capture the light beams of the subway

and the lines created by subway station floor to a great extent. It is worth noting

that these lines are parallel in reality but appear to converge on the photograph

plane. This structure leads the eye from the left to the convergence point, which

has a different visual weight. Saliency methods do not succeed in reflecting this

concept. The third image shows another failure of a saliency map in images that
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Figure 4.2: Our framework for visual center prediction.

contain high-contrast regions. The bird silhouette perched on the railing is sur-

rounded by a relatively light region of clouds. Saliency methods successfully give

the outline of the bird and the railing bars, which are regions of high contrast.

Yet in a higher scale the bird itself is different from the cloud structure, so it has

more visual weight. These imperfections in saliency maps in terms of visual weight

indicate that a new approach that takes high-level features into account could be

highly beneficial.

4.2 The Method

Our visual center prediction framework contains four parts as summarized in

(Fig. 4.2). The first two parts are related to obtaining an image set and par-

ticipant ratings related to the visual centers of the images. The third component

is the extraction of low- and high-level features and the translation of these fea-

tures into a vector representation. Finally, we predict the visual center of each

image through a linear regression scheme. This section provides details about the

first three components.
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4.2.1 Data Collection

We detail the image set creation, interface design for acquiring ground-truth labels,

and feature extraction from the image set.

Image Set. The visual data for the initial study was mainly collected from a popu-

lar photo-sharing Website, Flickr using the query “urban.” The images were ranked

according to their interestingness. They were categorized into four classes– “sym-

metrical balance,” “dynamic balance,” “imbalanced,” and “hard to tell”–by the

authors based on consensus. While categorizing the images, the definitions in [4, 18]

were taken into consideration. After eliminating the images that were not related

to the concept of balance, 779 images remained. In the end, the number of samples

in each class were 41, 362, 90, and 447, respectively. The fact that the total number

of balanced images was 403 and the number of imbalanced images was 90 caused

an imbalance in the data. Hence, 286 more imbalanced images were selected based

on consensus using the query results for “travel,” “Hawaii,” “jungle,” “party,”

“galaxy,” and “vacation.” Hence we had 403 balanced and 376 imbalanced images.

Figure 4.3: User interface for online
human subject study. The slider bar
below the image allows the partici-
pant to indicate the visual center.

The reason these query words were selected

is that urban pictures were dominated by

man-made structures. By adding images

belonging to these query words we ensured

that more natural scenic images with differ-

ent properties were included in our dataset.

Interface Design. An online study was

designed to collect data from the partic-

ipants. The challenges of designing an

online survey about compositional balance

started with determining an appropriate

quantification or measure of balance. In

the empirical art field, some studies have

involved putting a fulcrum under a given

picture and asking the participants to move

the lever till the picture feels balanced on

the fulcrum [3, 23]. In these studies, the
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normalized balance scores were recorded in an interval [-1, 1], where 0 was the

exact center of an image, and -1 and 1 were the extreme edges. In a similar fash-

ion, we recorded the balance values in the interval [0,100], where 50 was the exact

center of the image and 0 and 100 represented the extreme edges (Fig. 4.3). This

is one of the first online balance studies to the best of our knowledge.The second

challenge was coming up with a concise yet meaningful tutorial that included a

definition of compositional balance and how it is achieved. As mentioned in the

previous section, simple definitions of compositional balance and its methods were

given in [4, 18], along with sample images. Once the participant taking our study

selects a participant ID, he/she must read through a tutorial explaining all of the

concepts that are being studied in the survey. The ways compositional balance are

achieved are described using sample images and text in the tutorial, which align

with the rules that we used to select the images for our image set. After the tu-

torial, the participant enters the survey. The survey contains a white background

with the test image in the center-left and a slider bar beneath the image. The

slider bar starts at the mark in the center, which correlates to 50 in our study.

The participant is asked to “move the slider in a way that the image feels visually

balanced at that point.” If the participant needs any assistance or would like to

refer to the tutorial, he/she is free to do so by going back “home.” For each image,

we limited the number of ratings to five. Each participant was only presented with

a specific image once. In addition, to encourage breaks, each participant completed

a batch of only 100 images at once. When the participant had completed the rat-

ings for 100 batches, or there were no more images to rate, he/she entered a screen

informing him/her of that. It was possible for the participant to start a new batch

right after one was completed. If the participant was inactive on a single page for

more than six minutes, the survey timed out and the participant was returned to

the home page. By the end of the survey time period, we had collected important

data including participant IDs and ratings for the center of mass. The study was

taken by eight participants, providing a total of 3895 ratings.

Human Subject Study and Data Properties. The ratings were collected from

undergraduate, graduate students, and faculty who participated in the study. Each

image received five ratings. The average rating position of the slider, pi, for each

image i was calculated. The mean slider position across all images p∗ was 50.17
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with a standard deviation of 6.7. The equation is

pi =
1

N

∑
u∈Participantsi

pui , p∗ =
1

M

∑
i

pi , (4.1)

where Participantsi is the set of participants who have rated image i. When the

images with the highest standard deviation in the slider position were inspected,

border cases in which people showed disagreement were observed. It was under-

stood that the participants may have had different opinions of symmetry and were

confused by dynamic balance in some cases. It was also observed that some par-

ticipants agreed that an image was imbalanced, but their slider ratings pointed to

different sides for imbalance. This seemingly suggested that individuals had dif-

ferent understandings of the concept. These results showed that there were cases

of agreement among the participants in relation to the images, providing hope for

achieving a consensus.

The images where participants had a high level of agreement were chosen using

a standard deviation threshold for the slider positions. The standard deviation

of the slider position rates was expected to be low where the participants agreed.

The thresholding process resulted in a total of 593 images with a high level of

agreement. Fig. 4.4 displays some pictures with low (first row) and high (second

row) standard deviation. Looking at the high standard deviation images, it is clear

that participants assigned different weights to different parts of the same picture.

While some participants gave more weight to the man sitting closer to the camera

or the girl in the red dress, some deemed the weight distribution equal, as shown

in Fig. 4.4d and 4.4f. The weight that the participants assigned to the dark phone

booth varied, as seen in Fig. 4.4e.

4.2.2 High- and Low-Level Features for Balance

This subsection explores the features that may be helpful in predicting the visual

center of an image.

Saliency. To model visual attention distribution over an image, saliency maps

were employed. Bottom-up saliency approaches were better-suited to our pur-

pose than top-down approaches, because we are interested in unconscious visual
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(a) (b) (c)

(d) (e) (f)

Figure 4.4: Sample images with low and high standard deviations for the average
slider position. Images with lower standard deviations are shown in the first row,
where slider positions overlap and the position is illustrated with a single triangle.
The second row shows images with higher standard deviations. The participant
ratings are marked using triangles to show the spread of the slider positions.

responses to composition balance, which depends on low-level features. A repre-

sentative of each category of saliency methods in Table 2.1 was selected for our

study. These methods included context-aware saliency, image signature, graph-

based, UHF, MDF, and non-parametric low-level vision saliency (Murray).

Informative Objects. People pay more attention to objects that provide different

kinds of information about a given picture. These objects can be considered high-

level features. The information can include emotional cues, actual knowledge, or

the message. One of the prominent sources of information in pictures is humans.

Another object class is text in the image. The inclusion of the spatial distribution

of these objects along with saliency could improve the representation accuracy of

visual balance. Out of the 779 images in our dataset, there were 228 images that

contained humans. There were 161 images that contained text regions.
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For human detection, a state-of-the-art scene annotation system based on deep

neural networks, YOLO, was utilized [165]. The model was trained on ImageNet

1000-class competition data [166]. In this approach, a single convolutional network

is run on the whole image. The network returns bounding boxes of objects de-

tected with a probabilistic confidence. Finally, the system thresholds the bounding

boxes by their corresponding probabilities. The method employed was successful

in returning human positions for 226 out of 228 images. The recall of this method

on our dataset was 0.99 in terms of detecting humans. For text detection, another

deep learning based method, known as the connectionist text proposal method

and proposed in [167], was employed. This approach detects text lines by densely

sliding a small window (3x3) in the convolutional feature maps and producing

fine-scale text proposals. Fine-scale text proposals are susceptible to the false de-

tection of windows and bricks, among other objects. The sequential structure of

text is exploited via final recurrent neural network to improve performance. The

recall rate of text detection on our dataset was 0.89 . The detection boxes were

eliminated by considering the aspect ratio, as very thin text or humans/human

parts are normally not recognized by people.

Eye Leading Lines. As previously mentioned, one of the elements that is used

to strike compositional balance is eye leading lines (Fig.4.5). The concept of

eye leading lines in visual art or photography is related to perspective, which is

mainly associated with prominent geometrical structures called parallel lines [168].

Figure 4.5: Eye leading lines
are utilized to strike a balanced
composition[4].

On a photograph plane, parallel lines ap-

pear to converge towards a point, which

is called the vanishing point (VP). There

may be more than one VP in a scene, but

the main focus is on the dominant one. In

our study, we leveraged the dominant van-

ishing point detection method proposed in

[168] to account for eye leading lines infor-

mation, which can be seen as a high-level

feature. In this method, straight edges are

extracted from ultrametric contour maps by subdividing the contour into straight

line segments at points that have maximum distance to the straight line connecting
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Figure 4.6: Representation of different features. Gaussians are fitted within the
boxes obtained and the CoM of this image is calculated. From top-left to bottom-
right: YOLO human detection, text detection, dominant VP detection, and the
corresponding Gaussian envelopes.

the end points of the contour. Then these straight edges are grouped according

to J-Linkage fitting. Two random edges (Ej1, Ej2) are sampled from the edge set.

The lines are fitted to each edge and their hypothetical intersection point vj is

obtained. The J-Linkage creates a preference matrix according to a consistency

measure. The consistency measure is defined as the root mean square of the dis-

tance between the edge points and line l̂ that passes through the hypothetical

vj and minimizes this distance. Once the preference set for each edge is acquired,

edges that have similar preference sets are clustered together. The vj of the biggest

cluster becomes the dominant VP.

4.2.3 Representation

Current literature in psychology and computer science borrows the physical con-

cept of center-of-mass (CoM) given in Eq.(4.2). In this case, the visual weight

elements were modeled as point-masses. The CoM coordinates give an idea of the

quadrant into which the visual weight of the image falls.

CoM =
1

M

∑
mx∈X

mx × ~r , (4.2)
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where mx is a point mass in set X, M is total mass, and ~r is the position vector

of mx . As the saliency maps were in grayscale, it was relatively easy to compute

CoM. However, there was a question of how to calculate CoM for human-text

and vanishing point detection. In[82], visual attention on a region is enveloped

with a Gaussian distribution, as the most attention is paid to the center and that

envelope degrades further from the center. We adopted this concept and fit a

Gaussian within human-text detection boxes and around the vanishing points we

had detected (Fig.4.6). Very thin boxes with high aspect ratios were eliminated.

The upper-left corner coordinates, width and height of each box in the image,

were taken and a Gaussian was fit inside the box for each of the remaining boxes

(Eq.(4.3) and (4.4)). The spread of the Gaussian was thus a parameter to be tuned

according to each box. The value σ was adjusted according to the diagonal length

of the rectangle. The Gaussian that was fitted to i-th box bi is

σ =
√

height2
bi

+ width2
bi
, (4.3)

G =
1

σ
√

2π
exp

{
−(x− x

CoM
)2 + (y − y

CoM
)2

2σ2

}
. (4.4)

Another concept that can be borrowed from physics is the representation of forces

as vectors. The coordinates of the CoM can be transformed into a force vector.

The vectors computed from the CoMs of different image information channels can

represent visual forces caused by different visual sources, thereby modeling the

push and pull. The coordinates of the CoM are converted into a vector where

the origin is the center of the image. Our approach was to combine CoM vectors

through a vectorial sum. The values of vectors were standardized between 0 and

100.

4.3 Evaluation

After representing each visual weight component in a vectorial force structure, an

evaluation of how well these forces predict the visual center of an image in relation

to visual balance can be undertaken. This section describes the evaluation setup

and results for our study.
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Setup. In line with the competing visual forces mentioned in[2], we obtained the

CoM vectors for saliency, human, text, and VP detection. However, the way these

visual forces interact were unknown to us. As first criteria for performance, we

inspected the absolute value of the difference between participant visual center

values and CoM calculated for different features, |centerparticipant− centerfeature| .
A sorted version of these differences was evaluated to determine whether the feature

in question caused a drop in the difference measure. It was observed that a simple

vectorial sum failed to capture the actual resultant vector, as the contribution of

each element was not known with certainty.

This problem can be addressed through a linear regression system, as explained

below. The performance measure utilized for prediction is the mean square error

in a cross-validation setting.

The contribution of each feature can be explored through a linear model that

combines the forces. The problem can be considered a regression problem where

the dependent variable is the location of the visual center and the predictors are

the vectors for the visual forces at play. In order to show the effect of each element

for prediction, we devised a hierarchical regression method that started with a base

model that included only saliency information and incorporated each additional

feature gradually:

(Model 1) visual center =β0 + β1 · CoMSaliency ,

(Model 2) visual center =β0 + β1 · CoMSaliency + β2 · CoMHuman,

(Model 3) visual center =β0 + β1 · CoMSaliency + β2 · CoMHuman

+ β3 · CoMText ,

(Model 4) visual center =β0 + β1 · CoMSaliency + β2 · CoMHuman

+ β3 · CoMText + β4 · CoMVP .

The hierarchical analysis showed that addition of human and VP detection infor-

mation demonstrated statistically significant (p < 0.05) improvements to the base

model, while text detection information had no significant effect.
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Figure 4.7: MSE values of Model 1, Model 2, Model 3, and Model 4 for selected
saliency algorithms. Each line corresponds to a saliency algorithm chosen to rep-
resent the categories given in Table2.1.

The models were also tested with three-fold cross validation and the perfor-

mances of the models were measured through mean square error (MSE) for each

model. The results are shown in Fig.4.7.

Results. The analyses showed that saliency was useful but insufficient for the

representation of compositional balance. Further analysis demonstrates that there

is room for improvement. In light of empirical art studies, high-level features that

might enhance saliency map performance were explored. The mean squared error

(MSE) analysis showed that the addition of human information contributed to the

representation power, as seen in the first two images in the first row of Fig.4.8.

This contribution can be based on two observations. First, the humans that go

undetected by saliency maps are sensed by including human detection information.

Second, consolidating information regarding human positions helps suppress noisy

saliency components.

The third, fourth, and fifth images in the first row of Fig.4.8 indicate why the

dominant VP detection information helped boost prediction performance. Saliency
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Figure 4.8: Evaluation on visual center prediction. The yellow triangle shows mean
visual center position annotated by participants. The green triangle is the CoM
of saliency images. The red triangle is the prediction of the proposed model. The
top row demonstrates cases where our model improved prediction along with the
saliency maps (context aware saliency). The lower row displays cases where the
model was worse than saliency or didn’t improve prediction.

maps fail to account for the effect of parallel long lines leading the eye toward one

side of the picture, i.e. ceiling lines, the station floor, or the building edges in the

case of the last image. The saliency values pick up on the components that make

up parallel lines, which is mainly what bottom-up models are designed to achieve,

but the values fail to capture the components’ influence on balance. By including

this information, the prediction performance can be improved.

On the other hand, including the text detection information did not provide any

improvement in the base model. This finding can be interpreted in two ways. In the

first case, the text information was not as important as we had expected, so saliency

methods failing to detect text areas did not negatively affect the performance.

The other case may be that the contrast difference around the text area and high-

frequency texture of the text had already been captured via the bottom-up saliency

method and adding the text location did not do anything more than stating the

obvious.



66

Some cases in which our model did not improve prediction based solely on

saliency or aggravated it are also shown in Fig.4.8 (lower row). Basically these are

the cases where there were no dominant human or vanishing point components.

The traffic lights in the first image in that row are the main object in the image

that was captured by saliency. As there were no other components included in our

model, the model predicted average response based solely on saliency information,

which makes prediction performance worse. In the second image, the outline of the

frog was captured by saliency, which is in line with participant ratings. The average

response from our model makes it worse as the saliency CoM was multiplied with

a coefficient. The third and fourth images have objects of different colors, i.e. a

red tree and walls of different colors. The saliency map was able to capture the

tree based on the color edges, while the model exacerbated the prediction due to

regression coefficients. The contrast component, the fire, of the last image received

more attention than the humans walking away from the car, which was not sensed

by our model.

4.4 Discussion

Our study suggests that there are high-level visual elements that are influential

in compositional balance but are not captured by bottom-up saliency maps. Ac-

counting for these elements decreased the error compared to the use of visual center

prediction employing only saliency maps. Inspection of the failure cases shows that

there is room for further improvement. Compositional components that merit fur-

ther consideration are explored during our study. These components are color and

contrast. As seen in the lower row of Fig.4.8, the color of the tree and the color of

the walls created different visual weights. Saliency captured the visual center cor-

rectly, as it sensed the edge structures of the tree and the windows. However, the

color information was not encoded. It might be useful to account for the different

visual weight of the different color areas [72]. The last image in the row suggests

objects of contrast may have different visual weight.

In [79], saliency maps were learned from actual gaze maps, and it was concluded

that humans, body parts, animals, and text receive more attention in an image.
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As a top-down approach was adopted in the researchers’ study, the contribution of

each visual element was not studied. In our study, we attempted to analyze each

element.

The hierarchical linear regression utilized in our study may have been effec-

tive in testing for the contributions of added high-level features. One aspect that

may not be captured via simple linear regressions is the interaction between these

features. Furthermore, linear regression may also fail to detect nonlinear relation-

ship between the features and visual center locations given by participants. More

complex learning schemes could be employed.

Another aspect of the study that could be improved is the size of the image

dataset. The number of images is large compared to that used in empirical art

studies, but if it were even larger, it would be more comprehensive. As there are

no previous datasets related to this problem, the pictures had to be selected care-

fully to ensure that they showed balance characteristics. This process required

the manual inspection of the pictures, which constrained the number of images

substantially. Another point that should be made about the dataset collection is

the online survey. As the study was conducted with a group of graduate students

in a controlled lab environment, we deemed the detection of uninformative anno-

tators unnecessary. If a much larger participant base were used, the elimination of

uninformative annotators would need to be incorporated. In our study, the partic-

ipants were from a small pool of graduate students whose demographics were not

recorded. In the next stage of visual balance research, the influence of demograph-

ics could be further explored. In terms of different balance characteristics, the

next step is an investigation of the association of the visual center with dynamic

balance and imbalance.

In the future, the implementation of other contributing high-level features and

the analysis of their effects on prediction performance would be helpful in pin-

pointing visual elements in the composition that could be used to strike a bal-

anced structure. As visual center prediction improves, the seam carving, image

thumb-nailing, and retargeting applications may perform better.
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4.5 Summary

We investigated the relationship between compositional balance and the saliency

concept through saliency maps’ predictive power in relation to an image’s visual

center. In order to achieve this, we compiled a dataset of images that were rated

by participants via an online survey. Different bottom-up saliency methods were

run on these images. The centers of mass of saliency maps were directly utilized to

predict the visual centers. In addition to saliency information, we included human,

text, and vanishing point detection information based on theories in empirical art

studies. The analyses demonstrated the addition of human and vanishing point

detection to saliency improved the prediction of the locations of the visual centers

of images.



Chapter 5
Differences and Biases in Affect

Evoked by Visual Features in Latent

Crowdsourcing Demographic Groups

5.1 Introduction

In this chapter, we consider the emotional aspect of visual features. The scope

is set to the latent demographic groups on the popular crowdsourcing platform

Amazon Mechanical Turk (AMT). The demographics of AMT workers have been

investigated in previous studies. However, the workers’ affective/emotional re-

sponses have not been reported. In this study, we analyze the agreements and

differences in participants’ emotional responses to visual features.

We start describing our method with the first section in light of context given in

previous chapters. The data collection procedure is explained in detail. We follow

with which visual features we extracted and why we are interested in them. We

elucidate the process we cluster the images and participants of our study. In the

ensuing section, the findings from the analysis of relations between visual features

of images topics and latent demographic groups are provided. The chapter closes

with a discussion of limitations of the work and possible directions.
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5.2 Method

In order to capture the biases and differences in the affective responses of different

crowdsourcing populations, we collect visual data including elicited emotions and

aesthetic ratings from our crowdsourcing participant pool. AMT is utilized because

it is one of the most popular crowdsourcing platforms. In this section, we expand

on how the data were collected and analyzed.

5.2.1 Data Collection

Image Dataset. Collecting images from the Web is not a straightforward task.

For our purposes of study, it was necessary to ensure that the images collected

elicited affective responses on the part of the viewers. Metadata such as captions

and comments provide information about what viewers thought or felt about a

given particular image, which suggest that emotional queries can be used for im-

age collection. The queries should be selected from words that define emotions.

However, the emotional word space is grammatically complex and different words

can be used to refer to the same emotion, causing redundancy. In an attempt to

avoid redundancy, we adopted the exhaustive list of slightly more than 500 emo-

tional words provided in [169] for our queries. The query set S may give an idea

of the word set we used:

S = {abashed, aghast, fatherly, frustrated, quarrelsome,

relieved, troubled, uproarious, violent, zealous, . . . }

We collected 49,967 medium-sized (≈ 500× 500) images from the photograph

sharing site Flickr and ranked them according to an interestingness measure from

the same site. Interestingness was incorporated in order to ensure the images

elicited participants’ emotional responses, as relying solely on relevance ranking

returns neutral images. The interestingness measure helps to include emotional

images without introducing any bias.

Although around 900 images per query were crawled, the number of images for

each of the less common emotional words was lower. Images with only text (black

and white) were omitted because they were considered non-natural. Images
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Figure 5.1: Ethnicity, income, education, and age distribution of AMT participants
after data cleaning.

mainly consist of outdoor, indoor, landscape, and artistic themes that may or may

not include humans.

Emotional and Aesthetical Ratings. Emotional scores and preference informa-

tion were obtained through a user study on AMT. Design decisions for the survey

included emotion representation, survey items, and AMT data quality measures.

There are two main types of representation for emotions: (i) categorical, and

(ii) dimensional [170]. The emotions of users were captured via a set of categories

and the users’ moods were measured prior to the experiment in [171]. Although the

categorical approach is easy to understand, it is limited in cases of mixed emotions,

as it is based on discrete emotion classes. In the dimensional approach, an emotion

is represented with basic constructs such as valence, arousal, and dominance. This

approach has been widely accepted by the computer science community as it is

continuous and is convenient for use with classifiers [63, 172]. We thus chose to

use the dimensional approach in this study. Aesthetic preferences were evaluated

using the construct “likability,” which was measured along a Likert scale ranging

from 1-7. The original International Affective Picture System (IAPS) study by [11]

was rearranged for use within a digital survey environment. The Self-Assessment

Manikin (SAM) was used to quantify emotions in [173]. We replaced the check-

boxes and recorded dimensions using sliders. This allowed us to obtain relatively

more continuous metrics and the manikins changed state as the sliders were moved.

Participants in the study were first asked to view a consent page and then to fill

out a demographic information page. Fig. 5.1 shows distribution of demographic

attributes. The participants entered information about their gender, age, ethnicity,

nationality, and income. The ethnicity groups of the participants were recorded

using a pull-down menu with seven choices: (i) American Indian or Alaska Native,
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(ii) Asian, (iii) African American, (iv) Native Hawaiian or Other Pacific Islander,

(v) Hispanic or Latino, (vi) Not Hispanic or Latino, (vii) Other, which included an

additional column in which the user was able to specify a value. Income information

was obtained using a pull-down menu with choices that ranged from $0 to $100,000

in $10,000 increments; two other options were also given: $100,000-$149,000 and

$150,000 or more. The level of education each user had attained was captured

using a drop-down list. The categories were as follows: 1. No schooling completed,

2. Nursery school to 8th grade, 3. 9th , 10th, or 11th grade, 4. 12th grade, no

diploma, 5. High school graduate – diploma or equivalent, 6. Some college credit,

but less than 1 year, 7. 1 or more years of college, no degree, 8. Associate’s degree,

9. Bachelor’s degree, 10. Master’s degree, 11. Professional degree, 12. Doctorate

degree.

After completing the demographic information page, the participants were pre-

sented a tutorial page explaining the emotional dimensions, the aim of the study,

and the interface they would be using. They were asked to adjust the manikins

using sliders to reflect how they “actually felt while observing the image.” They

were told what each end of the sliders meant. The participants were shown the

survey page seen in Fig. 5.2 after viewing an image for 6 seconds. On the survey

page, the participants could choose to view the image again or they could go back

to the tutorial page if necessary by using the relevant help buttons.

Human Subject Study. In this study, AMT was utilized to capture the affect

and aesthetic ratings from Turkers. As previously mentioned, the main problem

facing researchers who rely on AMT is the quality of participants’ responses. Work-

ers’ potentially low pay has led to some concern over their dedication. Thus, their

work results need to be controlled. AMT gives requesters the right to decline a

worker for a particular task if he or she does not satisfy all of the requirements.

The literature separates declined users into two categories, speeders and cheaters

[30]. Speeders try to obtain the reward in a short amount of time using the least

amount of cognitive effort. They might do this by giving the same response for

each of the items (straight-lining). Cheaters attempt to optimize their effort by

giving dishonest information to obtain the reward. There are different measures

for spotting these users, including using measure of involvement (time spent) and

attention check questions. It is claimed that Turkers can become so familiar with
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Figure 5.2: Survey Webpage used for human subject study [11]. SAMs are mapped
to slider values so that users can employ the sliders to record the values that reflect
their emotions.

attention check questions that they continue to provide irrelevant data even though

they have passed the attention check [174]. As it is time-consuming to check every

task completed, we devised a mechanism that measures users’ involvement. The

survey we used automatically approved a user’s work if the user had spent a rea-

sonable amount of time rating each image. The “reasonable amount of time” was

determined during a pilot study that was conducted among a group of undergrad-

uate students. The pilot study showed that rating 200 images takes approximately

an hour. We record the total time a participant spends taking the study to de-

termine the amount of effort the participant expended. In addition to measure of

participant involvement, we provided a 200-image task in batches of 25 images to

maintain workers’ attention. The workers were paid $1.4/hour for the span of time

it took them to finish the task.

Post Cleaning. As we only checked for the involvement of the participants during

the survey, we applied a post-cleaning algorithm to eliminate spammers in the

data set. For this task, we selected one of the state-of-the-art methods based on

probabilistic graphical models, as described in [27]. Their method is a probabilistic

multigraph approach to consensus modeling. The agreement between individual

subjects is modeled (multigraph) using two latent variables, such as the subject’s
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Category Name Description

color

Use of light

Pleasure, Arousal, Dominance

Colorfulness

Color Names

Itten Contrasts

Harmony

Mean brightness

Valence, arousal, and dominance values calculated according
to regression model.
EMD between the hue histogram of the image and uniform
distribution.
Percentage of black, brown, blue, gray, green, orange, pink,
purple, red, white, and yellow.
Contrast of brightness and saturation according to Itten’s
color space.

Harmony of colors according to Itten’s color accordance.

texture
Wavelet Texture

Gray-level Co-occurrence Matrix

Daubechies wavelet coefficients for HSV color space
for levels 1-3 and their summation for each channel.
Features of contrast, correlation, energy, and homogeneity
based on the co-occurrence matrix.

composition

Low Depth of Field

Rule of Thirds

The ratio of the amount of detail in the rectangle encompassing
the image center to the amount of detail in the center section
of the image in the whole image for each channel.
Average hue, saturation, and value for the center rectangle.

shape
Roundness
Angularity
Complexity

How much the image is dominated by round structures.
How much the image is dominated by concave structures.
Number of segments in the image.

dynamics Percentage of edge pixels
The percentage of edge pixels representing how dynamic
the picture is.

others Aspect ratio The ratio of the width to the height of an image.

Table 5.1: The affective and aesthetic features utilized in gender difference analysis.

reliability (Bernoulli distribution) and the extent to which the particular subject’s

response agrees with other reliable responses (Beta distribution). The parameters

for these latent distributions are obtained through an expectation maximization

(EM) framework.

5.2.2 Visual Features

In order to relate images and emotional responses, images need to be characterized

by relevant visual feature extraction. Features are chosen from those that have

been commonly used in affective computing and computational aesthetics. While

these features capture color, illuminance, and texture characteristics, they also

provide information about the photographic and emotional properties of a picture

[19, 67, 175, 176]. The extracted features are given in Table 5.1.

Color percentage. The make-up of an image in terms of discrete colors often

used in daily life.
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The colors employed in affective classification are obtained through a model-learned

over a color name dataset [67]. Eleven different colors are returned, (Table 5.1).

Colorfulness. The Earth Mover’s Distance (EMD) between uniform color distri-

bution and the image’s color distribution is computed.

Harmony. How much the image adheres to color accordance theory [67]. The

dominating colors in the hue histogram are mapped to this wheel as points. The

similarity between the inner angles of the polygon among these points and those

of a regular polygon with the same number of vertices shows harmony adherence.

Pleasure, arousal, and dominance. Emotional values obtained through the

regression relation given in [67].

Spatial graininess-smoothness. The normalized sum of the Daubechies wavelet

transform coefficients at three levels is computed for HSV channels.

Gray-level Co-occurence Matrix Features. This feature set is one of the most

popular feature sets for describing texture. As suggested by [67], we considered

the contrast, correlation, energy, and homogeneity of an image.

Low Depth of Field. A compositional effect that is commonly utilized to put

focus on the main object, while making the background blurry and less attention-

getting. The center area of an image has more detail than the other areas of an

image. The ratio of wavelet coefficients in the center rectangle in a 3x3 grid of the

image to the coefficients of the rest of the areas.

Rule of Thirds. A compositional practice in photography where the main object

is placed within or at the border of the center rectangle in a 3x3 grid of the image.

The average of hue, saturation, and value within the rectangle are computed to

represent this rule.

Dynamics. The dynamic properties of images are characterized by computing

the edge pixel percentage.

Roundness. The definition of “roundness” is “a measure of how closely the shape

of an object approaches that of a circle” [175]. In the case of images, the measure

of roundness captures how much the image contains round objects.

Angularity. The dictionary definition of “angularity” is “the quality of being an-

gular” [175]. However, there are various approaches to the definition of “angular.”
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Interviews with five human subjects yielded keywords such as concave, sword-like

structures and tall, lean, and bone-shaped structures.

Simplicity-Complexity. Simplicity is analyzed and represented using two ap-

proaches: (i) Minimalistic structures that are used in a given representation; and

(ii) the simple organization of these structures. In light of these, simplicity-

complexity is defined as the number of segments with the same image segmentation

approach [175].

Other Features. In addition to the aforementioned features, we investigate sev-

eral other visual cues that could influence affective ratings. For example, [19, 171]

argued that the size and aspect ratio of an image may influence its ratings.

5.2.3 Data Analysis

Ultimately, we collected ratings for a total of 41,255 images from 2,063 workers.

Of these workers, 1,094 were female (coded as 1) and 969 were male (coded as 0).

As seen Fig. 1, the two dominant ethnicity groups were “not Hispanic, not Latino”

and “Asians.” Income levels were skewed towards participants who have income

levels less than $10,000. Most of the participants had bachelor’s degrees or had

one or more years of college experience and no degree (i.e., undergraduates). The

ages of the participants ranged from 16 to 72 with a skew towards the age of 25.

The dominant age group was between 25 and 35.

‘Valence’ had a mean of 5.7 with a standard deviation of 1.9, ‘Arousal ’ had

a mean of 5.2 with a standard deviation of 2.0, and ‘Dominance’ had a mean of

4.9 with a standard deviation of 1.8. These values were computed for all emotion

measures using a scale ranging from 1 to 9. In Fig. 5.2, ‘happy ’ means a higher

valence score; ‘excited ’ means a higher arousal score, and ‘dominant ’ means a

higher dominance score.

Latent Demographics Group

Our analysis of the complete dataset separated according to one demographic

variable did not provide any statistically significant results in terms of differences

as the other variables were not controlled for. The world is not linear and looking

for linear relationships through regression analysis may not be suitable for this
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type of work. We need an analysis that simultaneously accounts for multiple

demographic variables to characterize different demographic groups. This calls

for a scheme that groups similar people in a single category, which is the basic

definition of clustering. A demographic cluster can be defined in the same manner

as we capture the topic of a document, which is by using a group of keywords such

as “young low-income graduates.” This similarity can be identified by employing a

topic modeling approach to obtain latent abstract groups in the Turker population

sample that we obtained.

One of the topic modeling methods, Latent Dirichlet Allocation (LDA), is a

generative probabilistic model of a corpus. In this approach, documents are repre-

sented as random mixtures over latent topics, which are portrayed by a distribution

over word [177]. LDA was employed in [176] to characterize the favorite images of

individuals with certain personality traits. Using a person’s favorite images, the

researchers created abstract topics of images to obtain the average images for each

abstract topic. These average images were used to train a model to predict the

personality traits of individuals, given their favorite images. In a similar manner,

our purpose is to characterize abstract groups out of samples. Hence, we applied

LDA to our participant pool. With the exception of age, the demographic infor-

mation for each user (i.e., ethnicity, education, income) were already quantized.

If we imagine each person as a document, then the quantized demographic values

are word frequencies. Applying LDA topic modeling to the study’s participants,

we expected to find that similar people belonged to a single demographic theme.

There were four such groups obtained through topic modeling (Fig. 5.3):

• Group 0: The first group consisted mostly of individuals older than 35. The

individuals in these groups mostly identified as “not Hispanic, not Latino.”

They mainly had master’s degrees and annual incomes generally less than

$90,000. This group included more female participants (250) than male par-

ticipants (140).

• Group 1: Subjects’ ages mainly fell between 30-35 in this group. This group

was also dominated by the “not Hispanic, not Latino” ethnicity category,

with the second-most prominent group being Asians.
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Figure 5.3: Latent representative demographic groups and their make-up in terms
of income, ethnic group, education, gender, and age.

Individuals in the group mainly had bachelor’s degrees with income levels

ranging from $100,000-$149,999. This group had an equal number of female

and male participants.
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• Group 2: The third group consisted mostly of individuals between 19 to

32. The predominant ethnicity was again “not Hispanic, not Latino.” The

individuals in the group largely had either bachelor’s degrees or one or more

years of college, no degree. Incomes were generally less than $70,000.

• Group 3: The fourth group also consisted of individuals ranging in age

between 25 and 30. These individuals were mainly Asian males. These

subjects generally held bachelor’s degrees and some held master’s degrees,

too. They had incomes of less than $40,000, which is in line with the Indian

user profiles described in [31].

Analysis of Responses to the Pictures

After determining the latent demographics groups in the sample, we analyzed

the participants’ responses to the images to see whether there were correlations

between visual features that may indicate affective biases and differences. As

the results above indicate, selecting one feature and looking at the correlations

between emotional constructs did not yield robust results. This may be because

these features coexist in an image and together elicit a response. Hence, we had to

further clump together the images that were rated by each group according to the

images’ visual similarities in order to pin certain visual features to certain emotional

responses. In a similar fashion to [176], we utilized LDA to separate the images

into latent groups for each demographic group. The visual feature values were

quantized. The quantized data were separated into topics that were characterized

by feature names through LDA. For instance, a topic might be blue, green, orange,

gray, brown, red, yellow, percentage of edge pixels, purple, use of light, where the

order of the features’ names denotes the contribution of each particular feature to

that topic. One example topic is demonstrated in Fig. 5.4.

It was observed that color features were more dominant in creating the visual

topics because the dataset was composed of mostly color images. The same topic

analysis was run without the color features to determine the role that other fea-

tures play in representing visual topics. Correlation relationships between each

emotional and aesthetic construct and each individual feature among the topics
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Figure 5.4: A sample of a topic whose most dominant words were purple, red, and
white. Each image that belongs to this topic is ordered via the vectorial norm
of the three features’ values. Lower-triangle images demonstrate these features
better.

were analyzed, and the Spearman correlation coefficients (ρ) were calculated with

associated statistical significance values (p).
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5.3 Findings

In this section, we provide the results of our correlation analysis for each demo-

graphic group. We discuss the commonalities and differences after describing our

response analysis of each group.

Group 0: Group 1 had few significant correlated responses between some of the

visual features. The use of light, which was average over the value channel of the

HSV space, was negatively correlated with valence, but was evoked higher domi-

nance for the emotions. The more overexposed the images were, the less valence the

participants felt towards the images. As the complexity of the images increased,

the images elicited more positive feelings among this group’s participants. Images

that had angular components evoked more positive feelings; however, this effect

was weak. Brown and orange colors provoked positive feelings, whereas green, pink

and white were associated with more negative emotions. The complexity of the

images was positively associated with more energetic emotions. As the percent-

age of yellow, red, orange, and brown colors increased, more energetic emotions

were elicited. Green and gray colors were related to calmer emotions. The white,

orange, and red color percentages were positively related to the dominance of the

emotions. Angularity and the gray and purple color percentages were associated

with less dominance. Individuals belonging to this group aesthetically favored

green and yellow colors. However, as the purple and orange color percentages or

the complexity of the images increased, likability decreased.

Group 1: The complexity of the image and the blue color percentage were

related to more positive emotions, whereas the brown, orange, and red color per-

centages and edge pixel measure were associated with more negative feelings. For

individuals in this group, brown, gray, orange, white, and purple color percentages

and complexity elicited more energetic emotions. The pictures that adhered to

the rule of thirds were related to more energetic emotions. The color green and

the percentage of edge pixels evoked calmer emotions. The color red, complexity,

angularity, and adherence to the rule of thirds were associated with less dominance

in the emotions evoked. Green and textural homogeneity in saturation were affili-

ated with more dominant emotions. Yellow, orange, and complexity were related

positively to likability, whereas purple was negatively related.
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Group 2: The green and white color percentages and the complexity of the

images were positively linked to more positive emotions. However, brown, pink,

orange, blue, yellow, and purple were associated with more negative emotions.

The yellow and red color percentages and complexity were affiliated with more

energetic emotions. Brown, gray, and colorfulness were correlated with calmer

emotions. The color blue, edge pixel percentage, and textural homogeneity in

saturation were associated with more dominant emotions, whereas complexity, the

use of light, gray, purple, angularity, and the standard deviation of brightness were

related to less dominant emotions. The purple, orange, pink, and blue color per-

centages were affiliated with less likability, whereas complexity and the gray color

percentage were associated with more likability.

Group 3: The color percentages of brown, green, white, and red were related to

more negative emotions. The percentages of yellow and purple, as well as angular-

ity, were linked with more positive emotions. Brown, orange, red, and purple color

percentages and complexity were associated with more energetic emotions, while

it was the opposite case for green and white color percentages. White, orange,

gray, and yellow color percentages, as well as textural contrast and homogeneity in

saturation channel, were more related to dominant emotions. However, blue and

purple color percentages, complexity, and level of detail were affiliated with less

dominant emotions. For this group of individuals, the color orange, angularity,

level of detail, and complexity were more positively linked with likability, whereas

the color red and textural contrast for saturation channel were negatively linked.

5.3.1 Commonalities Across Groups

Groups 1,2, and 3 showed similarly negative correlations between the color brown

percentage and valence. Groups 0, 1, and 2 demonstrated parallel valence responses

to the complexity of the images. Groups 0 and 3 had similar valence-green, valence-

white, and valence-angularity relations. Groups 0 and 2 both had a negative pink-

valence relation. Groups 1 and 2 both demonstrated a negative relation between

the color orange and valence. Both Groups 1 and 3 demonstrated a negative

relation between red color percentage and valence.

Groups 0 and 2 both showed positive arousal-yellow correlations. For the same
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groups, gray had a negative relation to arousal. Groups 0, 1, and 3 demonstrated

similar trends in their brown-arousal, green-arousal, and orange-arousal relations.

Groups 0 and 3 showed the same positive correlation between the color red and

arousal. The relation between purple and arousal was similar in Groups 1 and

3. All the groups exhibited similarly positive correlations between complexity and

arousal.

In terms of dominance, the responses from all of the groups show parallelism

in the textural homogeneity of saturation-dominance and angularity-dominance

relations. Groups 0, 2, and 3 all demonstrated a negative relationship between

purple color percentage and dominance. Groups 0 and 3 had similarly positive

white-dominance and orange-dominance correlations. Individuals from Groups 1

and 2 had similar dominance response associations in terms of blue percentage.

The percentage of edge pixels had a common positive relation with dominance in

Groups 2 and 3.

5.3.2 Differences Across Groups

Group 0 diverged from other groups by demonstrating a positive correlation be-

tween brown color and valence. Group 2 distinguished itself from the others by

exhibiting a positive correlation for white-valence and green-valence associations.

Groups 1 and 2 differed in terms of the blue-valence relationship. Groups 2 and 3

differed in terms of the purple-valence correlation.

Group 3 diverged from other groups with a negative brown-arousal link. Group

1 differed from Groups 0 and 2 by demonstrating a positive correlation between

gray and arousal. Groups 1 and 3 differed in terms of the white-arousal link.

Groups 0 and 1 differed in their relations between red and dominance. Group 3

had a different relation between blue and dominance than Groups 1 and 2. Groups

0 and 2 differed in their use of the light-dominance correlation. The percentage of

edge pixels had different correlation relations with dominance among Group 0 and

Groups 2 and 3. Group 1 differed from Group 3 in terms of the green-dominance

relation. While Groups 0 and 2 both had negative links between orange and

likability, Groups 1 and 3 showed positive relations. Groups 1 and 2 differed on

the correlation between gray and likability.
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5.4 Discussion

Our findings reveal interesting instances of agreement and difference across the

study’s groups. One aspect of our study that merits discussion is the way we

separated the participants into demographic groups. Other grouping methods such

as clustering also exist. In our experience, however, the simplest clustering method,

k-means, creates many small clusters that make analysis harder and intractable.

Treating each participant as a document yielded meaningful separation.

In our user study, we only checked user involvement time as a quality check and

relied on a computational method to eliminate spammers. We could have made

use of intermittent attention check questions during the survey. [174] described

how Turkers become accustomed to attention check questions; hence, they provide

irrelevant data even though they have passed the attention check. As the perfor-

mance of our computational data cleaning approach was better than acceptable,

we chose to forgo the incorporation of attention check questions into the survey.

One other factor that may raise a question is why we chose not to compensate

for chance in our correlation analyses. As our study involved more than a thousand

correlation analyses, chance may have affected our results. One correction for

chance is Bonferroni’s correction. This correction is more or less conservative, and

any correction may leave out significant results that may be interesting to the

audience. Hence, we decided to provide the results as they are.

5.5 Summary

In this chapter, we investigated emotional agreements and differences in response

to visual features across demographic groups of a crowdsourcing participant base.

A diverse pool of participants was recruited from around the world through AMT.

Latent demographic groups were extracted, and we inspected each group’s ratings

of image sets. The images were passed through topic modeling to identify the

clustered visual features that existed in our dataset. Correlation analyses between

visual features and emotional-preferential constructs were conducted. We found

that the groups had different responses to certain colors, whereas they were in

agreement in their responses to structural features such as simplicity-complexity.



Chapter 6
Microtubule Segmentation and

Guard Cell Pair Isolation

6.1 Introduction

This chapter provides details about our proposed tubular structure segmentation

method discussed in Chapter 1. The proposed scheme to integrate SOAX and

tensor voting, which were explained in Chapter 3 is described in more detail in

this chapter.

The chapter starts out with giving the details of our method. This includes a

recap of Frangi filter and vessel enhancing diffusion for 2D. We continue with the

introduction of improved curve initialization for MT detection. Then, we provide

how we combine tensor voting information into stretching active contours frame-

work (SOAX). The chapter goes on with a validation survey and generalizability

experiment. Finally, we provide a discussion about the limitations of the work.

6.2 Method

In this section, we provide the details on our framework. Firstly, the tensor voting,

vesselness and SOAC are explained and how we change the energy functional is

provided.
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6.2.1 Frangi Vesselness Measure for 2D

[40] proposed vessel enhancement as a filtering process that searches for geomet-

rical structures (tubular structure, MTs in our case). The second derivative of a

Gaussian kernel (G) at scale s is a way to examine the contrast between the regions

inside and outside the range (s,−s) in the direction of the derivative. An analysis

of the eigenvalues of Hessian given in Eq.(6.1) provides geometrical information

regarding the image.

H =

[
Ixx Ixy

Iyx Iyy

]
, where Ixx =

∂2

∂2
x

G(s) ∗ I . (6.1)

The Hessian matrix, Ho,s , of the image is calculated in xo with scale s. Using the

eigenvalue analysis of Hessian, we are able to obtain the principal directions in

which the local second-order structure of the image can be decomposed in 2D. For

the ordering of eigenvalues as |λ1| ≤ |λ2|, a pixel belonging to a vessel region has

|λ1| ≈ 0 since the second-order characteristics have a small change in the direction

of the vessel, and |λ1| � |λ2|, when λ2 is negative, as the vessels are light tubular

structures against a dark background in CT scans. Using the values of λ’s, we can

determine the kind of region in which the pixel is situated i.e., blob, tube, or none

in 2D. Two ratios are defined as in [40],

RB =
|λ1|
|λ2|

, S =

√∑
i≤D

λ2
j , (6.2)

where D is the dimensions of the image. The ratio RB compares the eigenvalues

in the directions of the least and the most change. The more the ratio tends

toward 0, the more likely the pixel/voxel is part of a line-like/tubular structure.

For blob-like structures, the eigenvalues are expected to be close to each other

because the intensity change in each direction is similar in magnitude. As a result,

the ratio approaches 1 for blob-like structures (Table 6.1). The parameter S is the

Euclidean norm of the eigenvalues and is called the second-order structureness.

This parameter works to clean the noise in the image, accounting for the strength

of the second-order characteristics of the image.

A vessel, by having a circular cross section, has a plate-like characteristic per-
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λ1 λ2 Structure
Noisy Noisy noise
Low H (-) blob-like (bright)

High (-) High (-) tubular (bright)

Table 6.1: Structure analysis based on the eigenvalues of the Hessian matrix, when
the eigenvalues are ordered as |λ1| ≤ |λ2|. This classification applies to bright
tubular objects against a dark background.

pendicular to the vessel axis. Using these two model characteristics, [40] suggested

a vesselness measure for 2D using the parameters described above, which is

Vo(s) =


0, if λ2 > 0

e
−
R2
B

2β2

(
1− e−

S2

2c2

)
, otherwise

(6.3)

where α, β, and c are constants used to control the sensitivity of the parameters.

The vesselness measure approaches 1 as the structure becomes more tubular.

6.2.2 Preprocessing

Confocal microscopy images have a low signal-to-noise ratio (SNR), as mentioned

in Chapter 3. We adopt two different denoising algorithms in order to eliminate

noise in our data before obtaining 2D maximum intensity projections. Low-rank

denoising was considered to be a suitable candidate for our initial denoising step.

With this method, reverting to a low-rank subspace might eliminate most of the

noise, but it would also sacrifice some of the original signal in the data mixed with

error (e.g. noise).

We utilized the OPTShrink approach given in Chapter 3 for initial denoising.

Another denoising method that we utilized was a specifically designed diffusion

tensor employed to enhance tubular structures in noisy images. This method was

proposed by [141]. Denoising was achieved via a diffusion tensor that used the

eigenvalue analysis introduced above. The diffusion tensor is a diagonal matrix

whose diagonals are

λ1 = 1 + (ω − 1) · V
1
s , (6.4)
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λ2 = 1 + (ε− 1) · V
1
s , (6.5)

where λ1 is the smallest eigenvalue of the Hessian matrix. In the equation, V ∈
[0, 1] and ω > ε, ε > 0, while s is a positive real constant. The parameter ω denotes

the strength of anisotropic diffusion. ε should be a small value to represent the

isotropic diffusion component. s controls the weight of the vesselness term. With

this formulation of a diffusion tensor, diffusion is performed along the tubular

structure in the same direction as that of the eigenvector associated with the

smallest eigenvalue of Hessian. This way tubule walls are protected from diffusion,

but noisy parts or non-structure parts are diffused and smoothed out.

6.2.3 Heuristics Initialization

The ridge detection scheme proposed by [46] works well when there is a good

amount of contrast difference between the foreground and the background. The

ridge detection introduces false positives (FP) because it causes the evolution to

start with FP snakes. During the evolution, those FP snakes that are far away

from other snakes shrink to non-existence, but those that are close to other snakes

become joined through overlap check, causing jagged end snakes. In order to

improve the initial snakes, we benefit from the structural regularity of MTs in

stomata cell pairs.

The MTs are located along the radial direction from the center of a stoma. The

intensity profile that is obtained by tracing the cell pair in the tangential direc-

tion demonstrates that the relative maxima coincide with tubular structures. We

extract the relative maxima along the tangential direction and link them through

edge-linking provided in [134]. The improvement is demonstrated in Fig. 6.1. Rel-

ative maxima detection in tangential direction can be formulated as

max (IN(ρ, θ)) , θ = [0, 2π] , (6.6)

where IN is the image neighborhood at given ρ and θ, which are the polar coordi-

nate values. The whole θ range is iterated for a given ρ, which covers the distance

from the inner wall to the outer wall.
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Figure 6.1: Improvements benefiting from a heuristic initialization. The second
column shows seed points through tangential local maxima as opposed to ridge
detection in the first row.

6.2.4 Tubular Geometry Aware SOACs (G-SOAX)

We propose integrating the benefits of tensor voting into the SOAX framework so

that the curves extend through the gaps caused by imaging imperfections. The

incorporation of tensor voting can be achieved through the manipulation of an ex-

ternal force component on the curves. Furthermore, we aim to follow the continuity

of tubular structure, which stands out from the other curves in 2D projections of

confocal micrographs, by enforcing vesselness the measure.

The Frangi framework’s measure of vesselness/tubularity can be incorporated

into the tensor voting framework. The tensor initialization and voting framework

can be adapted to accommodate tubular structures. In this study, we exchange the

structure tensor encoder with the Hessian tensor, as we are interested in detect-

ing tubular structures. The Hessians were computed at different scales, and the

responses were summed over different scales to suppress noisy components. This

is because tubule regions produce consistent responses while noise regions produce



90

Figure 6.2: The principle eigenvector field of voting tensor T (blue arrows) overlaid
on top of the vesselness map, and curl points below the mean curl magnitude
overlaid on the original sample in red. Blue dots represent initial curve points
extracted through our tangential tracing heuristic.

random responses. After the accumulation, the tubule regions have a higher re-

sponse rate than noise regions. Hence, the term λ1 − λ2 from Eq.(3.44) shows

tubular structure saliency. The principal eigenvector field of the voting tensor

can be considered as the elongation direction of the detected, but broken tubular

structures. The vector field flow is free of any turbulence and consistent with the

tubule direction. This means that the curves that move along the areas where

there is less turbulence in the voting vector field are desirable. The low turbulence

areas can be quantified by the curl of the vector field. The curve should move in

the direction of the low curl. Furthermore, we include a vesselness map to create

a tighter fit, guiding the curves. The curve follows the high vesselness regions.

Fig. 6.2 visualizes the field on top of the vesselness map and shows the low curl

areas. Taking the new terms into account, the external energy factor to minimize

becomes

Eext(r) = (6.7)
L∫

0

kimgEimg(r(s)) + kstrEstr(r(s)) + kcurl|∇ × T1| − kvVsds ,

where ∇× T1 is the curl of the principle eigenvector field of vote tensor T and Vs

is the vesselness map value.
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Figure 6.3: Comparison of normal SOAX (first row) versus curl and vesselness-
driven G-SOAX (second row) in the same samples. The ellipses point to regions
where G-SOAX continued evolving to combine the snakes.

6.2.5 Artifact Removal

Fig. 6.3 shows the results of SOAX in comparison to voting field curl and vesselness

guided SOAX (G-SOAX). It is noted that there exist inner and outer wall artifacts

due to faint tubule-like artifacts near the cell wall and between the tubules. In order

to remove these artifacts, we devise an automatic morphology-based dewalling

approach. In this approach, the resulting snakes are transformed into a polar

space where tubules that are more or less aligned in the radial direction are vertical

and the artifacts are horizontal. This is visualized in an image where rows are ρ

and columns are θ in the polar space (Fig. 6.4). The problem can be reduced to

distinguishing between the vertical and horizontal structures in the transformed

image. The orientation of structures can be inferred through the response to the

vertical and horizontal difference image filters. Vertical structures give a higher

response to the horizontal difference filter, whereas horizontal structures give a

higher response to the vertical difference filter.

With this simplification, an edge detection filter, Sobel in X and Y directions,

can be utilized. The X-filter response is higher (brighter) for vertical structures,

whereas the Y-filter response is higher for horizontal structures. Observing these

higher response regions reveals that horizontal parts are contained within bounding
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Figure 6.4: The artifact removal problem becomes easier as the resulting snakes
are converted to polar coordinates. The boundary artifacts and tubules separate
into vertical and horizontal structures. The use of a Sobel edge filter applied to
the binary image can delineate these structures. The bounding box of connected
components provides an idea of the structure orientation. The magenta bounding
boxes show horizontal structures in both of the thresholded horizontal and vertical
difference images.

boxes with a high aspect ratio. The elimination of connected components with high

aspect ratio bounding boxes produces the tubular structures that lie in the radial

direction in the actual image plane.

6.3 Evaluation

6.3.1 The Microtubule Image Dataset

MT images were collected using a Zeiss Axio Observer microscope attached to a

Yokogawa CSU-X1 spinning disk head with a 100X objective (1.4 NA, oil immer-

sion). The MTs were visualized by tagging TUA5, a component of MTs, with

mCherry, a red fluorescent protein. A 561 nm excitation laser and a 593/40 nm

emission filter were used. Z-stack images were collected with a step size of 0.2 µm in

Z. To enhance the signal-to-noise ratio, images were first background subtracted

and contrast enhanced using ImageJ. The Sliding Paraboloid algorithm with a

rolling ball radius of 30 pixels was used for background subtraction. Saturated

pixels were set to 0.4 percent for contrast enhancement.
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6.3.2 Survey-based Evaluation

For this challenging dataset, obtaining good ground truth data is questionable due

to the low contrast difference between the background and tubules and their inter-

twined nature. In order to rigorously evaluate the proposed method against the

state-of-the-art SOAX method, we devise a validation scheme where the baseline

and our results are compared by plant biology faculty and graduate students who

are knowledgeable about MTs. In this scheme, two parts of our method are evalu-

ated. The first part of our survey, in which we add the voting field and vesselness

to improve continuity and regularity, is evaluated to determine its efficacy. The

second part of the survey compares the overall quality of SOAX and G-SOAX after

the artifacts are removed.

We developed an online survey that starts with an opening page, which gives

general information about the study and investigators. The next page shows the

instructions document, which informs each participant about the purpose of the

study and explains the two parts of the survey and participant expectations for

these parts. The user has a chance to come back to these instructions at any

time during the survey. Once the user finishes reading the instructions, the survey

starts. The webpage randomly selects a 2D maximum projection of a cell sample

and shows overlaid 2D SOAX and G-SOAX results side-by-side without informing

the user which results were produced by which method. Prior to the survey,

the heuristic seed point improvement is applied to both SOAX and G-SOAX to

improve regularity, i.e., less branching of snakes; otherwise, it would be apparent

to the user which method has been used for which results. The participant is

explicitly asked to click on the radio button under the image with more continuity

and tubule shape adherence. The second part of the survey considers the overall

quality of both algorithms after artifact removal. At the end of the first part, the

participant is informed that the second part will start. The same cell samples

with removed artifacts are shown to the participant side-by-side after reshuffling,

and the participant is asked to compare the quality of the results of overall tubule

tracking and select the better one. The user is asked to click the radio button below

the image you think, the tubules were tracked more continuously and fully. The

survey was taken by one faculty member and eight graduate students from the
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Method
Part 1 Part 2 Total

Open Closed Overall Open Closed Overall Open Closed Overall
SOAX 0.83 1.0 0.90 0.0 0.08 0.03 0.42 0.54 0.47
G-SOAX 0.17 0.0 0.1 1.0 0.92 0.97 0.58 0.46 0.53

Table 6.2: Detailed analysis of the survey in terms of the ratio of the number
of samples. Numbers in bold indicate ratios where G-SOAX was preferred over
SOAX. SOAX was chosen more in the first phase of the survey. However, our
method was chosen with a dominating ratio for the survey’s second part, which
considers the overall quality of the segmentation.

plant biology department at Penn State. We had fifteen closed and sixteen open

samples, for a total of 62 samples shown to participants during both parts of the

survey. It took 30-40 minutes on average for a participant to complete the survey.

Figure 6.5: Some results from the online evaluation survey. The samples with
boundary artifacts are from the first part of the survey and the cleared results are
from the second part. The first row shows the G-SOAX results, while the second
row shows the SOAX results. The first three columns are samples where the G-
SOAX results were preferred, whereas the last two columns are samples where the
SOAX results were preferred. It can be observed in the first three columns that
G-SOAX helped to create more regular results free of unnecessary branches.

6.3.3 Results

In order to analyze the results of the survey, we adopted a consensus-based method.

Since we framed the survey in a binary fashion (i.e., one is or is not better than
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the other), treating the preferences as votes and utilizing a simple majority vote

count to decide which method was favored is appropriate. This is formulated in

Eq.(6.8). That is,

M(s) =

0, if (
∑n

i=1 pi) < b
n
2
c

1, otherwise
(6.8)

where M is the final preference vote result for sample s, n is the number of people

casting a vote for the sample, and pi is the binary vote value from each participant,

which is 0 for SOAX and 1 for G-SOAX. After the final votes are calculated, the

preference percentages for the methods are computed. The results are summarized

in Table 6.2. In retrospect, the results from the first part create perplexity in

terms of continuity. A short debriefing with a few participants revealed that the

pictures that were shown during the first phase with artifacts created confusion.

However, the second part, which considered overall tubule tracing quality, revealed

that our method was undoubtedly preferred . This points to confusion among the

participants regarding the first part of the survey. Fig. 6.5 shows a few results

where G-SOAX or SOAX were preferred. The G-SOAX results in the first column

image have fewer false positive tracing tubules. This results in fewer crosses across

the tubules, yielding less unnecessary branching. In the second column, the tubule

tracing is more continuous in the G-SOAX results. However, the SOAX results are

more broken and have false positive tracings at the boundary. The third column

displays the results for a closed sample. Similarly, the G-SOAX result is more

continuous and has fewer false positive tubule tracings. The SOAX results for the

last two samples captured more tubules correctly than G-SOAX did.

6.3.4 Generalizability to Other Tubular Structure Data

In order to test the generalizability of our method, we consider other available 2D

tubular structure datasets. The Cell Image Library supported by The American

Society for Cell Biology has a good collection of biology datasets categorized by

cell processes, cell components, cell types, and organisms. A dataset search using

the query “microtubules” returns different types of tubular structure datasets.

The availability of various tubular structure datasets can be considered another

indication of the importance of the many different roles they play in organisms.
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Figure 6.6: Comparison of the Aster data, where black structures are MTs. The
first column shows the original images. The second and third columns are tubule
tracing results for SOAX run at 100 and 10, 000 maximum iterations, respectively.
The last column shows the G-SOAX results. The blue circles point to exemplary
regions where tubule continuity is better with our algorithm.

While looking for datasets with which to test our method, we establish a few

criteria. First, the tubular structure organization should have some structural

regularity, which helps with the initial seeding for the evolution process. Secondly,

datasets that have tubular structures with similar intricacy and resolution, i.e.

close MTs that are hard to distinguish, are preferred to set up similar challenges

for our method. Datasets that already have grayscale images are favored as our

method can be directly applied. One such dataset is provided in [178], where

the growth dynamics of a radial array of MTs that are called asters was studied.

Asters provide organization for larger cells in early vertebrate embryos. The study

explored how asters at first grew in small embryo cells and then came to span the
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whole cytoplasm, leading to cleavage. The MTs were imaged over time via total

internal reflection fluorescence (TIRF) microscopy. Similar to MTs in stomatal

guard cell pairs, asters are radially organized, emanating from centrosomes. The

challenging part of the data is the thin tubular structures that have low contrast

and are close to one another.

In the dataset, the centrosome is in the lower left-hand corner of the image,

which provides an opportunity to utilize our radial initial curve improvement.

Both SOAX and G-SOAX algorithms are run with a maximum of 100 iterations.

For G-SOAX, the coefficients of the curl term and of the vesselness terms are

both 1. The SOAX method is utilized with its own initialization method, which

involves intensity ridges. It is understood from observations that a 100 maximum

iterations limit is not sufficient to fully evolve SOAX; thus, 10,000 iterations are

also run for that algorithm. For G-SOAX, it is observed that boundary artifact

removal is unnecessary for this data. Fig. 6.6 shows the sample results for the first,

the middle, and the last frames of a 320-frame aster growth video. As the tubules

become thinner, it becomes harder to detect them. The continuity of some of the

detected tubules is affected by low contrast for SOAX.

6.4 Discussion

The survey study results suggest that our method improves on the former SOAX

framework in terms of overall tracing quality for biologists. An inspection of sam-

ples employed for the survey reveals that the tracing performance for closed cases

are affected. This might be due to MT disintegration at the closed state of the

guard cell (GC) pair [130, 131]. The radial organization of MTs breaks down at

the closed state, and there is further MT disintegration. As seen in the last column

of Fig. 6.5, the MTs have even less contrast compared to open cases. This presents

a challenge for computer vision methods. Our method bundles a few tubules and

considers them as a single MT due to the loss of contrast and inherent imaging

artifacts, which produces false positives. In the future, a better denoising scheme

that can resolve noise problems with both open and closed cases can improve the

performance.
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While our method shares similar parameters with SOAX, we eliminate the depen-

dence on parameter τ as the initialization scheme is changed. In stomata guard

cell MT data, the center of the cell is automatically computed as the CoM of the

cell pair. We keep other shared parameters such as viscosity (γ) and radii for local

foreground and background intensity computation at snake tips within the recom-

mended intervals, as provided in [46]. We introduce two more parameters on top

of the original parameter set. These are the coefficients of the tensor voting curl

(kcurl) and vesselness (kV ) terms in the energy equation. These parameters influ-

ence the sensitivity of the evolution to these terms. As the curl term coefficient

increases, the snakes follow the low curl areas in a stricter fashion. A higher kcurl

makes the snakes follow very low voting curl areas, which might force them to stop

before merging. As the vesselness term aims for higher values in the vesselness map,

lower kV enforces tighter evolution for higher vesselness, which makes the snakes

more vulnerable to breakage. One general problem with evolutionary methods is

that the initialization of seed curves or surfaces may affect the performance. It is

the case in our work that the radial initial curve search improved the performance

of SOAX. However, this might not be enough for another dataset with entirely dif-

ferent geometric patterns, which might interfere with our method’s performance.

In a similar fashion, a severe imaging artifact may disrupt the evolution of snakes

as it has a direct influence on external evolution energy.

Our artifact removal method may have worked for the MT positions. However,

quantifying individual MTs may require a more structured approach. The current

approach may remove artifacts that lie in the tangential direction; hence, cases

in which actual tubules lie in the tangential direction can be problematic for this

method. One possible research direction might be the alteration of the energy

optimization step or the overlap check step. The ideal case would incorporate a

specific penalizing term that avoids wall structures that cross too many tubules.

Another approach might be to analyze the intensity profiles of those snake parts

that run from one junction to another junction. The parts that show rather erratic

intensity profiles can be removed.

Future work includes extending our approach to 3D volumes. The formulation

of tensor voting in higher dimensions is available. One improvement might be the

integration and implementation of 3D tensor voting with the 3D volume SOAX
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framework. Another option is to keep the core algorithm for 2D as it is but to

save the slice indices for each pixel in the memory while obtaining the maximum

intensity projection images. Upon completion of tubular structure detection, the

pixels detected can be put back into a 3D volume according to each pixel’s slice

index. The framework proposed above can be added to the end of the learning

pipeline to refine the segmentation. As more labeled data are available, learning-

based methods can be better leveraged for segmentation and tracing problems.

For example, in the future, we can utilize deep learning to have more abundant

visual representations from big data created by experts [179, 180]. These features

can be directly used in an end-to-end deep learning framework or can be fed into

another machine learning algorithm such as the Support-Vector Machine (SVM)

to obtain the segmentation results.

6.5 Summary

We proposed a new tubular structure detection framework, G-SOAX, for biological

images. Our method extends and improves upon a state-of-the-art active contour-

based method, SOAX. With the proposed method, a structure/geometry sensing

tensor voting scheme is integrated into the energy functional through curl infor-

mation. Furthermore, the well-known Frangi vesselness measure is integrated to

lead curves along the tubules. We tested our method on 2D maximum intensity

projection images obtained in the guard cells of Arabidopsis thaliana seedlings via

spinning disk confocal microscopy of fluorescent protein (FP)-labeled MTs. It was

shown that the method is able to connect the tubules that seem to be broken due

to contrast issues. This demonstrates the positive effect of visual continuity en-

forced by tensor voting and strengthened by a vesselness map in tubular structure

detection for overall continuity.



Chapter 7
3D Inner and Outer Wall Extraction

of Stomata Guard Cell Pair Through

Active Surfaces

7.1 Introduction

As mentioned in Chapter 1, being able to model a physical entity gives the scien-

tist the power to predict and manipulate that entity’s behavior. In plant stoma

research, this leads to a faster iteration of the scientific process, while unveiling the

dynamics of a stomatal complex. An aspect of modeling stomata is obtaining 3D

surfaces during opening and closure interval and match the physical parameters

of the model to these 3D surfaces. Hence, the geometry of stomata guard cells

can be predicted for different pressures, temperatures and light conditions. In this

chapter, we describe a software package and a procedure that can be utilized to

obtain 3D surfaces of the inner or outer wall of stoma guard cell pairs.

The chapter starts out with a detailed description of our approach. Each step

provides the problem they address and how we solved those problems. We provide

a comparison of 3D models extracted via our method to other stoma guard cell

pair models. The chapter ends with a brief discussion of the limitations of the

proposed work.
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Figure 7.1: The pipeline of our method. The first step is manual contrast enhance-
ment, which is followed by initial active surface segmentation. The third step is
the extraction of the inner and outer walls while closing the gaps due to imaging
methods. The final step involves the manual manipulation and rendering of the
extracted surface into meshes for visualization.

7.2 Method

Fig. 7.1 shows our process of surface segmentation along with its challenges. Our

method is composed of five parts that are preprocessing, initial surface extraction,

inner or outer wall separation, averaging smoothing, and manual manipulation.

7.2.1 Manual Contrast Enhancement

Penetration of fluorescent material utilized for microscopy imaging worsens as we

go deeper into the sample from top. This causes lower contrast for the lower parts of

cell wall structure, as seen in Fig. 7.2. This step aims to obtain the highest contrast

available without letting noise taint the details, and it is manually executed for

a few reasons. Dynamic intensity range of each sample batch, and even each

individual sample, is different. Furthermore, the noise profile for each image and

the orientation of each guard cell pair according to the imaging plane vary. In

order to obtain the best contrast difference possible, ImageJ enhance contrast tool

is employed [181]. An inspection of the sample indicates the appropriate maximum

and minimum intensity values.
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Figure 7.2: Contrast enhancement difference. The borders towards the bottom are
indiscernible.

7.2.2 Initial Surface Extraction

Due to loss of fluorescent material deeper into the sample, some parts of the stom-

atal wall structure is either blurry or absent, breaking the visual continuity of the

wall. Hence, methods utilized in the segmentation of the stomatal surface from

confocal microscopy images should be robust to discontinuities in the surfaces.

A method proposed by [182] puts forward a hybrid evolution framework for sur-

faces. This work improves the original work that is based on region based active

contours algorithm introduced in [183]. As opposed to snakes or active contours

which evolve according to edge information (please see Chapter 3), these hybrid

active contours evolve according to region information. They have an initial sense

of inside and outside regions of the evolving contour. As seen in their formulation

Eq.(7.1), the step function (Heaviside) gives this property to the energy functional.
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The original formulation of the functional follows as

ε(φ, µin, µout) =λ1

∫
Ω

(I − µin)2H(φ) dΩ (7.1)

+ λ2

∫
Ω

(I − µin)2(1−H(φ)) dΩ

+ α

∫
Ω

H(φ) dΩ + β

∫
Ω

|∇H(φ)| dΩ ,

where µin =

∫
Ω

I H(φ) dΩ∫
Ω

H(φ) dΩ
and µout =

∫
Ω

I (1−H(φ)) dΩ∫
Ω

(1−H(φ)) dΩ
are average intensities inside and

outside initial contour. H(φ) is Heaviside function. The first two terms in Eq.(7.1)

measure the variation inside and outside the active contour. Third and fourth

terms respectively measure total area covered by the contour and the length of the

contour.

In [182], they propose a hybrid energy functional that combines the region

based properties and contour properties. The proposed functional is formulized as

ε(φ) = −α
∫
Ω

(I − µ)H(φ) dΩ + β

∫
Ω

g(|∇I|)|∇H(φ)| dΩ , (7.2)

where g(r) is a strictly decreasing function such as g = 1
1−c|∇I|2 as mentioned

in section 3.5.2, and µ is the lower bound of the intensity of the target object.

The first term enforces that contours contain regions with intensity higher than µ.

The second term is borrowed from geodesic active contour functional in Eq.(3.37).

Fig. 7.3 demonstrates the process. It can be seen that pavement cell and other noise

elements creep in the segmentation which requires a semi-automated involvement

to clean up. Another problem with initial segmentation method is that larger

gaps remain open after this step. The segmentation surface does not stop at the

gap, causing a collapsed look for evolving surface, as seen in Fig. 7.4. In order to

alleviate this problem, we do two passes for initial surface extraction.
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Figure 7.3: Initial surface extraction through 3D active surfaces. A cube that
is the initial surface evolves according to guard cell shape leading to the initial
surface segmentation. The second step improves this crude segmentation. The
stoma guard cell pair is shown on XY (top-left), YZ (top-right), XZ planes at the
yellow crosshair position.

Two-Pass Surface Segmentation

In order to solve the issue with gaps, or low contrast areas, we devise a two-pass

approach to the initial segmentation process. We first run the segmentation with

lower intensity lower bound for the guard cells. This relaxes the constraints on

the evolving surface to handle the low contrast gaps, but other low intensity level

undesired structures get also included. In order to separate these structures, we run
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Figure 7.4: The low contrast areas cause segmentation errors as the segmentation
surface collapse into the guard cell, as seen in first row. In order to get the whole
wall system, we run the same segmentation with two times with lower (second
row) and higher (first row) µ values from Eq.(7.2). The lower µ values causes the
detection of pavement cells and noise, while higher µ presents tighter fit with a
probability of inward collapse.

the segmentation again with a higher intensity lower bound. This step eliminates

noisy components. The first row of Fig. 7.4 shows results for a higher lower bound.

7.2.3 Inner and Outer Wall Separation

The second stage of the method involves closing bigger gaps, with the exception

of pavement cells, that slipped through active surface-based segmentation and

distinguishing between the inner and outer walls. As the individual walls of a

stomata guard cell are cylindrical, the whole wall can be seen as a stack of 2D

concentric circles. If the inside of a guard cell can be distinguished, then the

inner and outer walls can also be detected. The circular shape of the walls can



106

be considered a heuristic. Large gaps point to use of another active contour-based

approach. Hence, we propose using polar snakes on the segmentation surface from

the initial segmentation.

This requires selecting two relative origin points in the middle of each guard

cell (left and right). The origin points are intermittently required from the user

as the guard cells are not perfect cylinders and the center of each cell changes

from one tip to the other tip of a guard cell. The change in the position of the

center is detected by intermittently obtaining origin points from the user. Surface

edges show up as linear structures in the polar coordinate system (ρ, Θ) for each

image slice. The inner contour is the closest line to the ρ = 0 line, followed by

the outer contour. As stated above, these are rough lines with possible gaps. In

order to extract them fully, we utilize linear snakes in the polar space. Snakes

are line structures that expand or shrink and change shape according to a energy

functional in order to segment structures in a 2D image. The energy function is

often formulated as Eq.(3.36), however image is polar transformed in our case. The

same image is repeated three times and concatenated vertically to handle periodic

nature of Θ ∈ [0, 2π].

A snake is initialized at ρ = 0 and evolved to fit onto the inner wall. Once the

inner wall is obtained, the detected inner wall is taken as another initial snake and

evolved again to fit the outer wall. This process is repeated for each slice to obtain

the inner and outer walls. At the end of each evolution, the contour points are

put through a Savitzsky-Golay filter [184] for smooth contour results, and they are

then transformed back into the Cartesian coordinate system, as seen in Fig. 7.5.

This approach requires a slight change at the junction regions of the guard cells

because the outer wall is a single large contour. Snakes from left and right guard

cells coincide, yielding erratic segmentation results. In order to solve this problem,

a decision filter is added to check whether the outer wall exists between the two

origin points. Unless the slice is at the junction region of the stomatal complex,

the line from one origin point to another crosses four structures (inner-outer-outer-

inner walls) for two cells. In the other case, it crosses two structures (inner-inner

walls). The filter determines whether the slice is located at the junction region

and observes the binary skeleton of the whole image.
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Figure 7.5: Top: Polar snake in polar coordinates (ρ, Θ). Bottom: Polar snake
transformed back to Cartesian coordinates. This process is conducted for each
slice in volume of interest (VOI). Note the bulbous region on the inner side of the
contour.

The skeleton part that extends from the top to the bottom of the junction region,

including the junction wall, is added to the final segmentation.

It is important to bear in mind from our observations that the gaps due to

contrast loss are sometimes too large, meaning that the polar snakes complete

them as perfect lines in the polar coordinate system. When transformed back into

the Cartesian coordinate system, these polar lines become perfect circles, which

produces bulbous regions on the extracted surface, as demonstrated in Fig. 7.5.

Such regions may require manual manipulation to obtain a good model.
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7.2.4 Final Surface Smoothing

Extracted surfaces require a final 3D smoothing operation. This is because the

polar snakes are initialized at each slice. Hence, the final result of each snake

differs from one slice to another. This causes the final surface to look jittery and

requires the application of an averaging filter to smooth out the surface. For this

purpose, a cubic moving average filter on surface point positions is applied. This

process also closes any gaps that persist if that location has enough neighboring

points. The size of the cubic filter can be adjusted for different sample conditions.

At the end of this stage, we have a rough 3D model of the stomatal complex as

points.

7.2.5 Rendering and Manual Postprocessing

After the surface points are obtained, they need to be rendered in 3D and smoothed

further for better visualization. An external rendering tool such as MeshLab can

be leveraged for this purpose [185]. The bulbous regions can be removed and

closed using the editing tools available in MeshLab. After the bulbous regions

are removed, the surface is reconstructed. The reconstructed surface is smoothed

for a second time to achieve better visualization, this time using Taubin surface

smoothing [186]. Our observation suggest that straight Taubin smoothing step is

enough for inner walls as they are not exposed to pavement cells and other noise

artifacts. However, the outer walls require manual manipulation.

7.3 Evaluation

7.3.1 Data

Rosette leaves were collected from 3- to 4-week-old plants. Stomatal opening was

induced by incubating leaves in a buffer containing 20 mM KCl, 1 mM CaCl2,

and 5 mM MES-KOH, pH 6.15, in light for 2.5 h. Stomatal closure was induced

by incubating leaves in a buffer containing 50 mM KCl, 0.1 mM CaCl2, and 10

mM MES-KOH, pH 6.15, in the dark for 2.5 h. Leaves were then stained with

100 µg/ml propidium iodide (PI, Life Technologies; catalog no. P3566) for 5 min
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before imaging. Z-stack images were collected on a Zeiss Axio Observer microscope

attached to a Yokogawa CSU-X1 spinning disk head with a 63X 1.4 numerical

aperture immersion oil objective, using a 561 nm excitation laser and a 617/73 nm

emission filter with a step size of 0.2 µm. Z-stack images were then subject to three-

dimensional blind deconvolution using the AutoQuant X2 (Media Cybernetics)

software.

7.3.2 Results

The candidate guard cell pairs are chosen from the samples. For the first sample,

the initial segmentation is run at µ = 20 and µ = 55 after manual contrast en-

hancement. Then semi automated polar snake segmentation is run on the volume,

followed by 3x3x3 cube neighborhood average smoothing. The initial segmentation

is run at µ = 52 and µ = 102 for the other guard cell pair. The same average

smoothing filter is employed. During the whole process, the polar snake step ex-

tracts inner left or right and outer left or right cells in one process. However, the

manual manipulation part takes care of each guard cell. The whole model can be

completed around one hour or one hour and a half. Fig. 7.6 displays the results of

the each step of manual manipulation. As there is no ground truth for the data

collected, we measure how realistically our model captures guard cell geometry

by comparing it to other models of stomata. One such model was proposed in

[12]. Fig. 7.6 also compares that model to our extracted 3D surface. While other

model represents guard cell pair close to ellipse tubes, our model has bumps and

deflations. A similar model to one proposed in [12] was employed in explanation

of opening and closure of stomata in [13]. Fig. 7.6 also compares these models to

our extracted model for closed and open cases. It can be seen that the deflated

part for a closed stoma at the bottom of the figure is captured in our 3D model.

7.4 Discussion

One of the shortcomings of our method is the jitter from one slice to other slice.

The randomness creeps in with initialization of snakes with each slice. Even though

the averaging step takes care of some jitter, however there are some bulbous re-
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Figure 7.6: Results on the collected samples. The first four rows demonstrate
the process of manual manipulation and smoothing after the surface points are
obtained and resulting guard cell pair. Bottom row compares our results to other
models that are recently employed in [12, 13]. The actual close stoma XY slice
shows some deflations on sides which are captured by our model.
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gions that are big enough to evade smoothing but too small for manual cropping.

The polar segmentation should happen in 3D with one process. This might be in-

cluded into the evolution information. Polar space can be replaced by cylindrical

or spherical coordinate system.

In terms of automation, the involvement of users can be further decreased. The

seed points that are received for polar transform origin reference can be further

automated. Only two end points of a guard cell can be obtained from the user.

Within the current scheme, a local neighborhood polar snake segmentation gives

some surface information for neighboring slices. These neighboring slices can be

utilized and the center of mass computed from inner wall binary image can act as

an origin point. The precision of origin point location is more crucial for outer wall,

and the desired location precision can be obtained by looking at the segmentation

of inner walls with previous origin point, which is not that accurate; but inner wall

segmentation is more robust to location of origin as the contour is closer.

Another part that can be further automatized is rendered surface reconstruction

(VCG) and Taubin smoothing functions. As Meshlab is an open source system,

these functions can be incorporated into our software package at the end of polar

snake segmentation.

Two things that our system suffers is benchmarking and validation. A dataset

with groundtruth markings are essential in measuring our performance and vali-

dating the improvements to the system. The stomata that were manually marked

for landmarks in [132] can be passed to our pipeline, and the distance between

our surface points and those points can be a measure of performance. The models

that were previously proposed can also be run against the same data and we can

compare the models in a more accurate manner.

The visual analysis of results show that our software package produces more

realistic 3D surface models for different states of stomata. This might be useful for

faster analysis in plant biology, or more accurate models in agricultural engineering.

Measuring pore area, tangential length, guard cell size, surface area could be more

reliable with this software.



112

7.5 Summary

In this chapter, we introduced a software package that can extract surface of stom-

atal complex more realistically compared to other models employed in previous

plant biology studies. In our system, we extract initial surface using an active

surface segmentation. This segmentation is improved with polar snake based in-

ner/outer wall extraction through slices of the volume. Obtained surfaces are

smoothed with 3D averaging filter. The surface points are rendered utilizing Mesh-

Lab program. Manual correction/cropping is followed by surface reconstruction

and smoothing which provides final surface model. This software might be useful

in plant biology and agricultural research.



Chapter 8
Conclusion and Future Work

In this chapter, we provide conclusions on the dissertation. The first section sum-

marizes main themes of our research on demographic difference in aesthetic and

affective response to visual features, visual balance, and 2D and 3D biomedical im-

age processing. Following section presents suggestion for improvements to current

work and possible future work. The chapter ends with discussing broader impacts

of our results.

8.1 Summary

In this dissertation, we investigated how to make data more manageable from differ-

ent perspectives. We considered content creation and analysis in our crowdsourc-

ing and visual balance studies. Then, we investigated computational approaches

to segmenting guard cells and microtubules.

For visual balance analysis, we challenged the general assumption in computa-

tional aesthetics that computational saliency can predict visual center of an image,

hence its visual balance. We created a unique balance dataset through an online

survey, extracted human, text, and vanishing point positions. It was shown that

the positions of people and vanishing points in the pictures contributed to a better

visual center prediction in a hierarchical linear regression framework. Continuing

the investigation of visual features that are relevant to the computational aesthet-

ics research, we attempted to understand how different people groups respond to

these visual features aesthetically and emotionally. We collected a large number
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of images aesthetically and emotionally rated via crowdsourcing. Through latent

group analysis, we sought after different groups of people that demonstrate differ-

ent responses to the same group of visual features.

In biomedical image processing field, we looked into tracing of tubular struc-

tures with inherent visual gaps through active curves and tensor voting. We showed

that our proposed method performs better thant the baseline method in a survey

of plant biologists. In parallel, we utilized active contours and surfaces to analyze

3D stomatal guard cells. Both systems have the potential to save substantial time

for scientists.

In conclusion, these results can be put into use in different systems that help

people from different backgrounds catch up with the speed of data. A compo-

sitional assistant, a better personalized content manager might help people with

little expert knowledge for content creation. Scientific analysis can be accelerated

through our proposed systems.

8.2 Areas of Future Work

The results detailed in previous chapters have implications for future research. We

discuss these implications and the possible implementation of our findings in the

design of future systems.

8.2.1 Improvements to Balance Study

As we have discussed, visual balance can be an effective way to achieve strik-

ing photography. The study that we conducted can be improved and put into a

retrieval system.

Visual Weight. As demonstrated in Chapters 2 and 4, compositional balance can

be achieved through the use of different visual elements. Any attempt to achieve

it should take these visual features into account. Visual saliency was shown to be

insufficient for visual center representation, and hence compositional balance. The

results demonstrate that we need to consider higher-level features that provide

more information to the viewer.
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The task does not rely only on the calculation of these features and the incor-

poration of them into a vectoral framework, however. One of the challenges that

makes this problem even more interesting is that we don’t know how these visual

features interact with each other to achieve compositional balance. The associ-

ation of visual information that is extracted from images with the perception of

people is necessary for this line of research. This may require a machine learning

approach where the ground-truth is obtained from the user study defined in Chap-

ter 4. Machine learning can be employed in two different ways. First, a model that

is learned from the data can be utilized to directly predict a visual center score

for an image. In another approach, a classification system can categorize an image

into four groups that were in our balance study. These results can be considered

as a high-level feature that can be employed.

Extended User Study. Although books provide art theories about balance, our

preliminary user study showed that this concept is hard to understand. However,

there are a few instances on which people agree. The preliminary study indicated

that the dynamic balance and symmetry are sometimes confused. There are cases

in which individuals agree on imbalancedness but attribute it to different visual

elements or choose opposite extremes for slider positions. The preliminary study

is helpful in understanding the difficulties involved in conducting a user study on

compositional balance. Once the interface is established, the data can be collected

in two different ways:

• The first way is to reach out to many people of different ages and backgrounds

through crowdsourcing and investigate how they understand the concept of

balance after they are exposed to the tutorial provided before the study. The

online crowdsourcing platform Amazon Mechanical Turk can be employed for

this task.

• Another way is to employ the same interface but to choose users who are

photography experts to benefit from their opinions and knowledge.

8.2.2 Integration of Balance into Composition Retrieval

Once the concept of balance has been investigated, different possibilities present

themselves. The system can be used to provide a predicted balance point position
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for a query image. With this value, two potential problems can be tackled. First,

in line with the psychology studies presented in Section 2.2, the image may be

manipulated through gamma modification or cropping (retargeting) in order to

achieve balance if the image is off-balance. The ideal system would give real-time

feedback to the user by indicating the elements that are causing imbalance. As

seen in Fig. 8.11, the user can be guided while taking a picture.

Figure 8.1: Using the calculated balance point position, real-time feedback can be
given to users [14].

The other main problem that can be addressed is the retrieval of similar com-

position images. Once the distribution of visual weight over an image has been

obtained, the similarities between the images can be quantified. As compositional

balance is highly related to spatial distribution, the images can be divided into

grids and then the average feature vector can be computed for each individual grid

area. For two different images, the average vectors of the areas can be compared

through a similarity measure such as cosine distance.

8.2.3 Personalization and Crowdsourcing Survey Design

The results of the study about demographic differences in emotions and aesthetic

perception due to visual features offer a chance to modify content according to

viewers’ taste. Depending on the ethnicity, income, and education level of a user,

1SLR Lounge Photography 101: Composition

http://www.slrlounge.com/school/understanding-balance-in-photography/
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online advertisements can be manipulated. As the study in Chapter 5 shows, sim-

plicity or the use of light can create different impressions for different demographic

groups. For a user who belongs to a specific demographic groups, brighter and

simpler images can be provided to elicit a positive response to the content.

On the other hand, survey designers may need to take these differences into

account while they are recruiting workers from AMT and designing their surveys.

They may need to stratify the workers that take their surveys in order to have a

balanced participant base.

8.2.4 Stomatal Research

With the methods detailed in Chapter 6 and 7, we can pinpoint the location of

the microtubules and inner-outer walls of a stoma guard cell pair. This work can

be improved further and utilized in various aspects of plant biology research.

More Groundtruth Data For Benchmarking. The methods proposed could

be improved with availability of more groundtruth data. The knowledge of experts

can be leveraged through an annotation effort. We can have experts trace micro-

tubules through an annotation software. The average distance between groundtruth

curves and computed curves can be measured and reported.

Microtubule Detection. Future work includes extending our approach to 3D

volumes. A formulation of tensor voting in higher dimensions is available, but it

has not been implemented. One possible improvement could be the integration

and implementation of 3D tensor voting with the 3D volume SOAX framework.

Another option is to keep the core algorithm for 2D as it is, and save the slice indices

for each pixel in the memory while obtaining the maximum intensity projection

images. At the end of tubular structure detection, a detected pixel can be put

back into 3D volume according to its slice index. This proposed framework could

be added to the end of a learning pipeline to refine segmentation results. As more

labeled data become available, learning-based methods can be better leveraged for

segmentation and tracing problems. For example, in the future, we could utilize

deep learning to learn more about abundant visual representations from big data

created by experts [179, 180].
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These features can be directly used in an end-to-end deep learning framework or

can be fed into another machine learning algorithm such as the support vector

machine (SVM) to obtain the improved segmentation results for further analysis.

Segmentation of CESAs. Unlike microtubules, CESAs are blobular structures.

The eigen analysis for a Hessian image could be applied to the segmentation of

blob structures by slightly modifying the the vesselness equations. The size of the

eigens could be compared in a similar manner to tubule detection.

A scheme such as the one proposed in [187] could be put to use to detect

blobular structures, since we are using 2D structures for the validation of our

arguments. In the case of eigenvalues where |λ1| ≤ |λ2|, the blobness can be

formulated as

Bσ(x, y) =


|λ1|
|λ2|e

−R2
c/2, if λi < 0 for i = 1, 2 ,

0 otherwise .
(8.1)

where Rc = k − 2σ. σ is the scale of the Gaussian smoothing filter, while k is

called the local object scale and defined as “the radius of the largest hyperball cen-

tered at the pixel such that all pixels within the ball satisfy a predefined intensity

homogeneity criterion.” This can be considered as helpful information about the

local structure’s size. In our case, average CESA sizes are known.

Colocalization Analysis. Once the structures are segmented, their localization

can be analyzed by measuring their overlap. One way to do this is by overlaying a

2D Gassian distribution on the segmented MTs and segmented CESAs. The over-

lap of these Gaussians can be considered as computing a measure of colocalization.

3D Modelling of Stomata. The surface extraction scheme that was proposed

in Chapter 7, presents room for improvement. The full automation of the process

could reveal the true potential of this approach. The extracted surfaces could be

put to use to simulate stoma behavior more accurately. Accuracy would provide us

with the ability to predict and manipulate stoma behavior. The following section

provides a broader impact of our results.
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8.3 Anticipated Outcomes and Implications

Our results regarding differences in the affective and aesthetic responses of different

latent demographic groups can be employed for different research purposes. One

immediate use case may be personalization in the user experience. As stated

above, individuals interact with various interfaces including Web pages and social

media platforms. Their user experiences can be improved adapting these interfaces

according to their demographic background. Our approach to the topic of visual

balance can be considered a stepping stone to other exploratory studies on aesthetic

principles such as rhythm and unity. Our approach can serve as an example of

how other features can be quantified.

Our proposed system for the computerized analysis of stoma might lead to

faster processing while retaining accuracy in hypothesis testing for scientists. Ex-

tracted 3D surfaces can lead to better physical modeling, which gives way to better

understanding of stomatal behavior. Hence, we can control stoma behavior. The

ability to control stoma behavior has implications in terms of agricultural irrigation

planning. This can provide great benefits in our struggle against global warming.



Appendix A
Secondary Research For Stomatal

Analysis

This section includes various work done for secondary and small projects to help

with analysis of stomata and their effect on physical appearance of the plants. One

work helped to analyze the effect of a gene (Polygalacturonase) on seedling growth

development along with stomatal functions [188]. The other helped with analysis

of pore area, guard cell tangential length and size calculation of stoma guard cells

[132].

A.1 Rosette Area Segmentation

Seedlings on plates were scanned on a Scanjet 8300 scanner (HP) at 600 dpi. Root

length and hypocotyl length were measured in ImageJ (W.S. Rasband, U. S. Na-

tional Institutes of Health, Bethesda, MD; https://imagej. nih.gov/ij/). Relative

growth rate of roots was calculated on an individual basis. Rosette images were

taken with a Nikon D5100 DSLR camera and were computationally segmented.

Raw rosette images were in the RGB color space, and were converted to the HSV

(hue, saturation, and value) color space using the OpenCV image processing soft-

ware library. A single range of green colors was chosen from the histogram of hue

values to separate the foreground rosette from the background. Threshold cutoffs

were applied to obtain green areas with elevated saturation values according to

this range. The binary image masks were morphologically processed to fill holes



121

Figure A.1: The segmentation of leaves by thresholding according to their hue,
saturation and value(brightness).

and remove small artifacts in the background. The foreground regions delineated

by the mask were selected from the original image.

A.2 Stoma Geometrical Properties Analysis

A semi-computerized active contours-based method was adopted to segment and

measure the pore and cell-pair areas [189]. In this approach, the user initializes a

closed curve by entering a few points. The initialized curve expands and evolves

according the edge map of the image, fitting to the irregularly shaped object. The

evolution is driven by an optimization scheme where the cost is minimized if the

curve fits the edges smoothly. Pore area values across each z–stack were obtained

via aforementioned method. To account for outliers due to contrast issues, a ro-

bust nonlinear regression (fourth-order polynomial) was applied on the area profile

graph, where the variance was assumed to have a Cauchy distribution [190]. The

minimum of the regression curve was picked as the pore area in number of pixels

(Figure A.2). As the physical area of a pixel in the XY plane is 0.0409 µm2, the

pore area in pixels was multiplied by this number to obtain the actual area. A

connected component analysis was carried out for minimum pore area segmenta-
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A B

Figure A.2: Segmentation of pore are in 3D through semi-automated 2D snakes.
The pore area is segmented using snakes algorithm through an initial curve across
slices (C-D). The distribution of pore areas is first cleaned from outliers, then a
robust curve is fitted, and minimum is detected (E-F).
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A B C D

E F G H

Figure A.3: Single cell including pore area is detected in a similar fashion to pore
area segmentation, and the associated pore segmentation is subtracted to obtain
guard cell (B-C-D). The junction point locations are determined via tangential
tracing of intensity values (E-F). Radial tracing of intensity is conducted to detect
cell walls, hence to find the medial tangential axes (G-H).

tion. The major and minor axes of the connected component were computed to

measure the height and the width of the pore area, respectively. A similar analysis

was administered for cell geometry measurements. Active contours segmentation

was carried out to obtain the image slice that contained the minimum pore area,

or another slice within four-slice neighborhood, where guard cell pair perimeter

contrast was better. The same connected component analysis was conducted to

measure stomatal complex length and width. After getting binary masks for cell

and pore area, the tangential length of each cell was computed. For this task,

intensity profile analysis in radial direction originating from the center of mass

for the pore opening was conducted at each angle within the interval [0
◦
, 359

◦
].

The intensity local maxima representing pore and cell walls are detected and the

midpoint of the line segment between the two points was calculated. This method

provided a medial axis for each cell within the pair.
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The medial axis was smoothed out through the Savitzky-Golay filter, where subsets

of data were re-fit via polynomial least squares [184]. The medial axis curves were

simplified through polynomial approximation to dispose of unnecessary meandering

and jitter (Figure A.3). The arc length of the simplified medial axes was computed

to measure the tangential length of individual cells.
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